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Abstract

After exploring various
alternatives to second-
generation | ocal area
net wor ks ( LANs),

Digital selected the

fiber distributed data
interface (FDDI) system
FDDI i npl ements the

I nternational Standards
Organi zation (1SO) physical
| ayer and the nedia access
control sublayer of the
data link layer. This
systemis based on a 100-
nmegabi t - per-second fi ber-
optic ring network and uses
a tinmed-token protocol to
coordi nate station access
to the network. Digital

has devel oped the FDDI base
t echnol ogy, including very
| arge-scal e integration
(VLSI) chips and software
These chips, licensed to
Advanced M cro Devices and
Mot orola, Inc., provide

hi gh-quality alternatives
in the market and foster
cost reduction. Digital's

i mpl enentati on of FDDI,

i ncl udi ng backbones in

ext ended LANs, as well as
hi gh- speed i nterconnecti on
of workstations, servers,

As the use of local area
net wor ks (LANs) conti nues
to grow at an exponentia
rate, many | arge networks
wi th Et hernet backbones
are reaching their usable
capacity. In addition,
the explosion in the
use of high-performance
wor kstations is placing
i ncreasi ng demands on
net wor k performance as
| arger vol unes of data pass
fromstation to station.
Several years ago, Digita
recogni zed this growth
trend and began to plan and
devel op a second-generation
LAN that woul d fol | ow
Et hernet and provi de an
evol utionary path to higher
performance. The sel ection
of FDDI as the second-
generation LAN was nade
with great deliberation.
Thi s paper explores the
criteria for that choice
and the history of the FDD
systemto the present. The
t heory of FDDI operation,

t he devel opnent of the

FDDI technology's role in
Digital's networks, and the
resulting products are al so
presented and di scusssed.



and central conputers,
makes avail able a conplete
range of system products.

I nt roduction
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Sel ection of FDD

Many of the same criteria
originally used to sel ect
Et hernet were again used
to evaluate the application
environnent for the new

LAN. The need to consider
m gration fromthe popul ar
LANs currently in use
presented the only new
concern. Paranount anong
the reasons for selecting
the FDDI technol ogy were
its tenfold increase in
bandwi dt h over Ethernet,
its consistency with other
| EEE 802 LANs, and the

st andardi zati on effort

al ready begun in the

Ameri can National Standards
Institute (ANSI).

It is inmportant when
devel opi ng a new LAN
technol ogy to be sure
the differentiation from
current capabilities is

sufficient to warrant

the necessary investnent.
Moreover, a new LAN is a
signi ficant investnent

for a customer and shoul d
offer a large increase

in capabilities such as
speed and throughput.

W thout this increase,

the technol ogy will have
a short life span (a few
years) and technol ogy
such as parallel use

of existing LANs to
doubl e capacity will be
arealistic alternative
to a whol esal e repl acenent
of the LAN. However, it is
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solution will not integrate
well in the conputer

i nt erconnect environment
and wi Il not be cost
effective for wi de-scale
use.

FDDI, with its tenfold

i ncrease in speed, provides
significant differentiation
from Et hernet/802. 3 and
current token ring and bus
technology to justify the
new i nvest nent. Exam nation
of the clocking, buffering,
and state machi ne needs of
the nedi a access contro
(MAC) subl ayer of the data
link |ayer al so showed that
the FDDI technol ogy could
be inmpl emented in severa
VLSI chip conponents.
Further, as silicon
technol ogy i nproves, cost
reduction i s possible,
enhanci ng the | ongevity of
the FDDI LAN technol ogy.



i mportant not to take such
a |large technol ogi cal step
that exotic and conpl ex

i mpl enmentation constraints
become necessary. A LAN
that does not lend itself
to a very l|arge-scale
integration (VLSI) logic
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M gration is another

i mportant factor in the
sel ection of a new LAN.
Many devi ces exist with
embedded LAN interfaces
that will never be directly
connected to any ot her

LAN. Still other devices
will not benefit fromthe
added capabilities of a

hi gher speed interconnect.
Exanpl es of such devices

i nclude a processor or
wor kstation too slow to
send or to receive data any
faster fromthe network,
an output-limted print
server, or communications
servers with other, nore
constraining, |/0O ports.

It would never prove cost
effective to upgrade these
devices to a new hi gher
speed LAN interface but,

as a group, they would need
to obtain unconstrained (no
bottl eneck) connectivity
to the services of the new
LAN for snooth nigration
all owi ng protection of the
i nvestment in devices and
LANs already in place.

St andards are inportant
for networks as a way
to ensure consistent
interface conpatibility

and interoperability for
conmuni cati ons services.

As the | EEE 802. 1d standard
readi |y denonstrates by
attenpting to interconnect
di ssimlar LANs at the MAC
subl ayer, sone standards
are nore conpatible than
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bet ween LANs. Ethernet,

t he forerunner of |EEE
802. 3, does not use the

| EEE 802.2 formatted LLC
and, therefore, mgration
of those franes is nore
chal | engi ng.

Lastly, the nedia selected
for the new LAN has to be
consistent with current and
projected future needs.
Even for sl ower speed
LANs, fiber-optic nedia
is gaining in popularity
because of its superior
qualities in spanning
greater distance, its noise
imunity, and its declining
user cost.

The FDDI technol ogy neets
the necessary sel ection
criteria as an energing
Ameri can National Standards
Institute (ANSI) standard
using fiber and all ow ng
other nmedia in place of
fiber while providing a
tenfold increase in speed.
M gration of sone devices
could be affected directly
by changi ng controllers,
and bridgi ng between
LANs coul d all ow snpoth
m gration of all existing
devi ces.

FDDI Hi story

Both the ANSI FDDI
standards and the industry-
wi de inplenmentations
of these standards
have evol ved sl owy.

A variety of factors



others. A common | ogi ca
link control (LLC) format
or the format within the
MAC frame allows a snpoth
m grati on between LANs

by allowi ng a transparent
bri dge to provide protocol -
i ndependent transl ation

Digital Technica

have contributed to this
course of devel opnment. The
FDDI ring was originally

i nvented at Sperry and

Bur roughs Corporation. The
ring was to be used as a
machi ne room i nt erconnect
bet ween processors and
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storage systens, much |ike
the Conputer |nterconnect
conmponents are used in
Digital's VAXcl uster
systens.[ 1] The tined-

t oken, medi a access contro
protocol itself was first
publicized in 1982 by

Bob Grow while he was at
Bur roughs. [ 2]

As a machi ne room

i nterconnect between
processors and storage
systenms, the initial ANSI
standard requirenents

on the FDDI technol ogy
were quite different
fromtoday's needs. In
particul ar, as a nmachine
room network, the number of
stations was assuned to be
relatively small conpared
to a LAN and unstructured

cabling was to be used.

Si nce nost machi nes

wer e al ways runni ng,

fault recovery could be
acconpl i shed by having a
dual ring with failover

to the secondary ring.
Thus, a failed station or
cabl e coul d be isol ated

Wi t hout partitioning the
ring. The FDDI technol ogy
retains this property

t oday. However, that basic
operation capability is
insufficient in a LAN
environnent with structured
cabling requirements and a
| ar ge nunber of stations,
any nunber of which m ght
be unpl ugged or turned

of f by users. Therefore,
we have expanded the
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In 1982 the FDDI technol ogy
was brought to the
attention of the ANSI
X3T9 conmittee, which
devel ops standards for
I/ O interconnects and
channel s. Since FDDl was
i ntended to be used as a
machi ne room i nt erconnect,
this commttee was the
appropriate arena for
study. Over tine, however,
as the need for a 100-
nmegabi t - per - second
LAN energed, the FDD
t echnol ogy evol ved into
a local area network. Sone
classic standards territory
conflicts devel oped between
| EEE 802, the group that
defines all the LAN
standards, and this ANSI
committee.

Wil e FDDI was evol ving
froma machine room

i nterconnect into a
general - purpose LAN, the
requi renents changed. For a
machi ne room i nt erconnect,
some management operation
to install and initialize
the network m ght
reasonably be all owed. For
exanpl e, the manager m ght
set the values of various
paranmeters to control the
operation and perfornmance
of the interconnect
networ k. However, in

a general - purpose LAN,
manager i nvol venent

i s unacceptabl e. For
sinmplicity, robustness,
and ease of managenent,
the industry widely



definition of the FDD

technol ogy to include such
products as concentrators

and adapters.
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accepts that LANs nust
aut oconfigure, also
call ed "plug-and-play."
I nevitably, FDDI was
required to exhibit the
attributes of a true

| ocal area network.
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Since the FDDI technol ogy
and standards were

al ready in devel opnent
when this evol ution of
requi renents occurred,
the ANSI conmittee nade
an attenpt to accommmpdate
the following two views
of the network: first,

t he network should be
conpl etely configurable
with al nost every paraneter
and policy controlled by
managemnent; and second,

t he network should be

a local area network

with the corresponding
attributes of sinplicity
and autoconfiguration.

I ncor porating both

nodel s into the ANSI|

FDDI standards made the
st andards conpl ex and was
one factor contributing to
the eight-year-long tine
period to conpl etion.

Theory of Operation

FDDI stations are conposed
of the basic elenments
defined by the FDD
standards. The physica
medi um dependent ( PMD)
| ayer specifies the
fiber-optic interface
and data driver and
recei ver operation for FDD
stations.[3] The physical
| ayer protocol (PHY)
speci fies the encodi ng and
fram ng of data and contro
i nformati on exchanged
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bet ween stations.[4]

The control information
exchanged varies with the
physi cal | ayer protocol
type, which is either PHY-
A, PHY-B, PHY-M or PHY-S.
The MAC subl ayer specifies
the protocols for |ogica
ring formation and control
for the transm ssion and

recepti on of packets at

a station, and for the
repetition and stripping of
packets on the ring.[5, 6]
Stati on management (SMI)
provi des n-|ayer nanagenent
and a | ocal managenent
interface to the PVD, PHY,
and MAC | ayers.[7] Toget her
t hese conmponents support

an | EEE 802. 2-conpati bl e

I ogical link contro
capabl e of supporting
client protocols such as
the Digital networking
(DECnet) protocol, open
systens interconnection
(Csl), local area transport
(LAT), and the transm ssion
control protocol/internet
protocol (TCP/IP).

Stations utilizing the

FDDI conponents can take
several forns such as
single attachnment stations
(SASs), dual attachnent
stations (DASs), and dua
attachment concentrators
(DACs). An architectura
nodel is shown in Figure 1.
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Configurations of FDDI
Conponent s

A single attachnent
station is the sinplest
configuration and consists
of the fundanental FDD
conponents arranged as
shown in Figure 2. There is
a single inconmng data path
and a single outgoing data
path with a MAC i n between.

Dual attachment stations,
as illustrated in Figure
3, include a second

physi cal | ayer and provide
connections to a secondary
ring for use in the event
of breakage on the primary
ring. Under fault-free
operating conditions
represented by the THRU
STATE area of Figure 3, the
primary data path enters
t hrough PHY-A, travels
t hrough the MAC, and
exits through PHY-B. The
secondary data path enters
t hrough PHY-B and exits
directly through PHY-A |[f
a discontinuity is detected
in the primary data path,
either within the station
or on one of the PHYs, the
station waps the two data
pat hs, thereby providing an
alternate route through the
secondary data path. This
situation is shown in the
WRAP A STATE area of Figure
3.

A dual attachnment
concentrator builds on the
dual attachnment station

Di stributed Data Interface Overvi ew

the additional PHY-Ms in
t he concentrator.

An FDDI LAN is formed by
joining multiple stations
to forma logical ring
t opol ogy. The | ogica
ring can take two physica
forms, a dual trunk ring
and a tree ring.

As depicted in the upper
portion of Figure 5,

the dual trunk ring is
formed by connecting dua
attachnment stations and
concentrators to form

a LAN. This portion of

the LAN consists of two
data paths in opposite
directions, called the

pri mary and secondary
rings. Under normal
operation, data flows

on the primary ring from
station to station. In

the event of a cable or

a station breakage, the
stations adjacent to the
fault join the primary and
secondary rings and then
use the secondary path to
reestablish a logical ring.
A tree ring can be forned
by connecting stations or
concentrators to the PHY-
Ms of a concentrator as
shown in Figure 5. In this
formation, the prinmary data
pat h descends down each
branch of the tree passing
t hrough each station in

the tree, until it finally
reemerges into the dua
trunk ring.



by addi ng additiona
master PHYs (PHY-M in

the primary data path as
shown in Figure 4. Single
attachnment stations can
then be included in the
ring by connecting themto
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Medi a Access Contro
Subl ayer Operation

As nentioned previously,

t he MAC subl ayer provides
the protocols for |ogica
ring formati on and data
packet operations. To
initialize the ring, al
MACs first enter the claim
process to determ ne which
MAC wi I | generate the

token and to establish

the token rotation tinme

for the ring. Each station
continuously transmts
claimframes that contain
the station's requested
token rotation tine. Wen a
MAC receives claimfranes
with tinmes shorter than

its own, or equal to its
own but froma station
with a nunerically |arger
address, it yields, stops
sendi ng clains, and repeats
the clainms received from
its neighboring station.
Eventually the station with
the shortest or "wi nning"
time will receive its own
claim This station then
generates the token and the
ring enters the operationa
state.

If the claimprocess
does not conplete
Wit hin approxi mately 100
mlliseconds, the MACs
in the ring performa
beacon process to confirm
continuity of the ring.
Speci al beacon franes are
transmtted continuously

Di stributed Data Interface

To transmt data packets,
the MAC first waits for
the token to arrive, holds
it, and, then, transmts
t he packets, reissuing a
new token at the end of
the transmitted packet
stream The tine all owance
a station has to transmt
packets after receiving a
token is equal to the token
rotation time established
by the clai mprocess.

Packets received by a
MAC are either repeated
for reception by the next
station or stripped from
the ring. In addition,

a MAC may store a copy

of a packet for use

by the station. After
transmitting a frane, a
MAC i s responsi ble for
stripping that frane from
the ring after the frame
makes exactly one traversa
of the ring. Franmes |eft
unstripped are consi dered
no- owner frames and can
circulate the ring forever.
This condition fl oods

the station to which the
frame is addressed and

is thus detrinental to
ring performance. A MAC

typically strips franes

by conparing the source
address in the frane with
the MAC s own address. The
MAC strips any frame it has
previ ously sent but repeats
the frame, otherw se.

FDDI Ri ng Fornation



by all MACs until a beacon

is received, at which point
it stops transmitting. This
process continues until one
MAC transnmits and receives

its own beacon, indicating

ring continuity.

Digital Technica

An FDDI ring is formed in
several stages, beginning
with the successfu
establ i shnment of point-
to-point |inks between al
adj acent PHYs. These link
connections are nmade by
t he connecti on managenent

Journal Vol. 3 No. 2 Spring 1991



Fi ber

protocol (CMI).[7] This
prot ocol defines control

si gnal exchanges to
synchroni ze the two ends

of the link, to exchange

i nformati on about the PHY
type (i.e., A, BB M S) and
link testing requirenents
of each end to performlink
quality testing, and to
finalize the connection for
normal operation. Before
the Iink establishnent
enters its final phase

the PHY types of the two
ends of the connection

are conpared, and the
connection is allowed

if the end types conform
to specific connection
rules. These rules are
carefully established

to ensure that rings are
configured correctly and to
prevent m scabling, which
coul d cause partitioned

and unnecessarily wrapped
rings. An established |ink
is continually nonitored
for errors indicated by

the reception of inproperly
encoded data and is shut
down if those errors

exceed a predetermn ned

t hreshol d. [ 8]

After the PHY connection
is fully established, the
station's MAC is inserted
into the ring, and the
cl ai m process begins.
Digital's stations all use
a default requested token
rotation tinme of eight
mlliseconds in their claim
process to ensure a token
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essential to many LAN
applications such as disk
I/O interactive graphics,
and renote procedure calls.
Hi gher settings of the
requested token rotation
time result in very |arge
del ays on the ring while

i mprovi ng the efficiency
only slightly.[9]
Therefore, after extensive
per f ormance nodel i ng,
Digital decided to use
this default value for the
requested token rotation
time. The resulting network
operates with | ow del ay
and hi gh bandw dth as

t he default and does not
need conplicated network
managenent procedures

to achieve this |evel of
operation.

Several unique but harnfu
conditions in FDDI stations
nmust be addressed. Anpng
them are the prevention of
and protection against
dupl i cat e addresses,
no- owner frames, and
the stripping of franmes
sent by bridges or
end stations that have
nmul ti pl e addresses. [ 10]
Because several of the

al gorithnms fundanenta

to the operation of the
FDDI technol ogy use the
stations' addresses,

the presence of two
stations with the sane
address causes nunerous

mal functi ons, ranging from
beacon-cl ai moscillations
to bl ocked comuni cati ons



8 Digita

rotation time, and hence
traffic latency, simlar
t hat experienced in other
LANs |i ke Ethernet. FDD
provi des hi gh aggregate
bandwi dt h and, thus,
delivers the | ow del ay

to
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bet ween stations. Franes
not properly stripped from
the ring can circulate
forever, flooding the
stations that copy these
frames. To protect against
strip errors, Digital's
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chip set has several built-
in mechanisns. Digital also
greatly inproved the data
integrity of the ring. This
i mprovenent is particularly
i mportant to token ring
architecture where nessages
traverse virtually all of
the Iinks in the network
before arriving at their
destinati ons. Robustness

in the face of link bit
errors becones extrenely

i mportant. Digital designed
several inprovenents to

the basic FDDI al gorithns,
and the ANSI conmittee
adopted themto i nprove the
undetected error rates on a
net wor k. [ 11]

Role of FDDI in Digital's
Net wor ks

The FDDI technology is
nore than just another
data link interface
that allows the use of
transmit and receive fibers
bet ween devices. Digital's
decision to embark on
the FDDI devel opnent
effort was a mmj or program
undertaki ng i nvolving the
devel opnent of VLSI chips
and, subsequently, FDD
sof tware and har dware
products. Al though the
devel opnent of chips may
seemto be at the heart of
the FDDI program chips are
certainly not the products
that hel p custoners solve
probl enms. Chi ps conprise
only a small portion of

Di stributed Data Interface

Bef ore focusing on chip
devel opnent, Digita
carried out a large
simulation effort to ensure
the ANSI standards were
correct and conpl ete.

Once the standards were
verified, nodeling was
performed to produce

chi ps that net these
standards. All owances and
trade-offs were made for
unfi ni shed sections and
future standards mgration
Real products were then

pl anned around the chips
as the use of FDDI was
threaded into Digital's
networ k architectures

and existing products.

An inplenentation strategy
for each product was then
formul ated to bal ance the
ri sks, the resources, and
the tineliness of customer
needs.

It was inportant for
Digital to understand
m gration of current
products and to think
forward to the needs beyond
the initial program goals.
LAN managenent and host
connections take the FDD
t echnol ogy beyond a sinple
hi gh- speed backbone for
t he extensi on of bandw dt h-
limted existing LANs.
Because Digital considered
the FDDI technol ogy beyond
its use as just another new
data link, this technol ogy
is the natural choice as
the next step in network
evol ution.



each large printed circuit
board, but this portionis At the onset of Digital's
an i nportant one. FDDI program and at
several points during
its devel opnent, a nunber
of key program w de
deci sions and policies were
adopted. The conmmtment to
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simul ati on, both in breadth
(e.g., chip design, board
desi gn, and software) and
extent (e.g., behaviora
nodel s, gate-|evel nodels,
i ntegration of operationa
software with simulation
nodel s) was essential to

t he success of the FDD
t echnol ogy devel opnent. Al
the chi ps devel oped were
fully functional in their
first pass in silicon,

and the integration of
the controlling and test
software with the chips was
fast and snoot h.

G ven the extensive

i nvestnment in ensuring
correctness of the FDD
technol ogy, all FDD
products were to use the
same FDDI buil di ng bl ocks,
i ncludi ng the chips and
controlling software.[12]
Such sharing and reuse of

i nvestment elimnated the
duplication of effort,
guaranteed the consi stent
operation of all products,
and shortened the tine
to market. To ensure an
even broader use of this
t echnol ogy, major portions
were made avail abl e on the
open market .

Anot her key program
deci si on was the adoption
of electrically alterable
read-only menory ( EAROM
in place of traditiona
read-only nmenmory (ROM to
store the firmvare in each
product. SMI, which is
i mpl emented al nost entirely

Di stributed Data Interface Overvi ew

shi pment, EAROM was

i ncluded in all products
to allow firmvare to be
updated renptely over the
network. As a result, EAROM
reduced the cost of product
enhancenent by elimnating
the need to change ROM

in the field or swap out
boards and rework them at
the factory.

Depl oyment of FDDI

As a baseline effort in
depl oying FDDI in products,
Di gital devel oped the FDD
desi gn corner shown in
Figure 6, consisting of
chi ps and FDDI contro
firmvare for use in al
applications of FDDI.

In addition to using the
design corner in all of
Digital's products, two
of the chips critical to
FDDI interoperability, the
MAC and the ELM together
with the SMI firnware,

whi ch controls the chips
and the behavi or of the
station, were |icensed

to Advanced M cro Devices
and to Mdotorola, Inc. for
manuf acture and sale on the
open market. W despread
availability of this
technology will foster
conpetition to drive down
cost and increase |levels
of interoperability and
consi stency anong FDDI

i mpl enent ati ons.



in firmvare, was a rapidly
evol ving specification
whil e the products were
under devel opnent. To
accomopdat e t hese ongoi ng
changes and the threat

of change after product
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FDDI Concentr at or

FDDI - To- Et hernet Bri dge

The Et hernet/802.3 bridge
to the FDDI network is

an i nportant device

in the first product

set offered for FDD
connectivity. The DECbri dge
500 product provides

the smooth mgration of

all Ethernet and | EEE
802. 3 devices currently

in the marketplace to

the increased backbone
bandw dth of the FDD
technol ogy. Most |oca

net wor ks are LAN-based
with the LANs being

i nterconnected to form
extended LANs by the use

of bridges. The bridges are
transparent to all users
protocols on the LANs. This
capability for transparent

i nterconnection is one of
the keys to the instant

use of and easy mgration
to the added bandw dth and
ot her benefits of FDDI.
However, providing the
transparent interconnect is
difficult. Franme formats,
bit ordering, padding
fields, and even the length
of the packets differ

bet ween the Ethernet and

| EEE 802.3 LANs. These

di fferences force the
frames to be transl ated

as they pass through the
DECbri dge 500 device. This
transl ation, coupled with
a stiff requirenment for

To make the FDDI technol ogy
wi dely acceptabl e as

t he next generation LAN,
several of the |ogistica
obstacl es inherent in

a ring topology had to

be overcone. Connecting
new stations to a LAN

can be frequent events.
These events nust not

be restricted or cause a
di sruption if the LANis
to be truly usable. The
nature of a ring topol ogy
causes the network to
break whenever a station is
renoved or while a station
is being inserted. The
dual ring accommodat es one
such event by wrapping at
t he adj acent stations, but
two or nore such events
are di sastrous because
they partition the network
into isolated parts. A
concentrator can solve
this probl em by connecting
to a station, testing the
i nk between the station
and the concentrator,

and then splicing the new
station into the ring with
m ni mal di sruption. At the
sane time, a concentrator
can automatically drop

a station out of the

ring should the station
mal functi on or | ose power.

In addition to the obstacle
of connecting new stations,
it is inconvenient to
map a ring topology into



11

data integrity for the

MAC bri dgi ng standard

| EEE 802. 1d and the
performance needs of
dealing efficiently with
packet rates approaching
500, 000 per second,

created a formn dabl e design
task.[13]

Digital Technica

star wiring, which is

wel | known and wi dely

used for its conveni ence
and rmanageability.
Concentrators can turn

a logical ring into a

hi erarchical star-wred
network, thus solving this
mappi ng probl em
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Digital's DECconcentrator
500 product was built to
support sinple installation
and network configuration,
exi sting building cabling
pl ants, and the cost
savings and sinplicity of
single attachnment stations.
Thi s FDDI concentr ator
is |ow cost and fl exible,
with a dual attachnent
and up to eight master
ports for connecting single
attachment stations or
addi ti onal concentrators
into the ring. Wth the
concentrator, any of the
descri bed FDDI topol ogies
can be created to best
suit a custoner's cabling,
net wor k managenent, and
avail ability needs.[14]

FDDI for Wrkstations

Digital designed a sinple
hi gh- perf ormance FDD
adapter for TURBOCchanne
wor kst ati ons and servers
in conjunction with the
desi gn of the DECstation
5000 reduced instruction
set conputer (RISC)-based
system [ 15] The ai m of
this product was to produce
an FDDI interface that
was bot h inexpensive
and hi gh perfornmance.

Wth this adapter and
ULTRI X operating system
support, Digital attenpted
to address many of the
shortcomi ngs that have

pl agued nost adapters

and operating systens
attenpting to achi eve high
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applications and on the

net work confi guration.

One application is the

use of the FDDI technol ogy
for a work group of high-
per f ormance wor kst ati ons
and servers. Some high-
performance |/ O intensive
applications need nore
bandwi dth than a | arge,
shared Ethernet can

handle. As a result,

a work group may form
around an FDDI network.

One application exanple is
cal l ed visualization, where
a large volune of real-
time graphics or inmaging
information is transmtted
over the network froma
conmpute server. Various
applications of digita

i mage transm ssion have
fewreal-time | atency

requi renents, but

still require a |arge
bandwi dt h. [ 17]

Anot her application of

the FDDI technology in

wor kst ati on environments is
to achi eve hi gher bandw dth
for server/server and
backbone interconnection. A
shared Ethernet for client
/server as well as server

/ server communi cations can
be overl oaded, particularly
if the popul ation of
servers or workstations

is large. FDDI can be used
as a backbone to provide

hi gher bandw dt h bet ween
the servers. Alternatively,
the network may be a
hybri d, where the FDD
network is used for high



performance. [ 16] client/server bandw dth by

The applications of sonme systens and for high
the FDDI technol ogy server/server bandw dth
for workstations and by others. Hybrid networks
servers depend on the often have nultipl e FDD
particul ar choice of user networ ks and nul tiple

12 Digital Technical Journal Vol. 3 No. 2 Spring 1991
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Et her net networks. This
configuration is typical of
evol vi ng extended LANs, as
new t echnol ogy such as FDD
is added into the existing
network infrastructure.

FDDI in the Future

As a new technol ogy,

FDDI has a long future

Wi th opportunities for
greater levels of circuit

i ntegration, |ower cost
designs, and alternative
media types to match the
wi de range of possible
applications. Significant
progress has already been
made in this direction
with the introduction

of the DECcontroller 500
adapter, the nost conpact,
| east expensive, and one
of the highest performng
wor kst ati on adapters in
the industry today. In
addition, the ground-
breaki ng techni cal work
and standards committee
activity regarding

various types of copper
nmedi a of fers tremendous
opportunities for cost
reducti on which will enable
broader utilization of the
performance of fered by the
FDDI technol ogy. [ 18]

In addition to the
ori gi nal physical nedium
dependent standard al r eady
speci fied by ANSI for FDDI
an additional standard

Di stributed Data Interface

kil onmeters such as a canpus
backbone. O her nedi um
types are currently under

i nvestigation to provide
optim zation in areas

such as cost and ease of
installation.
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