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Abstract

The engi neering devel opnent
of the FDDI physical |ayer
resulted in the delivery of
conponents, specifications,
and protocols. The
devel opnent presented new
design problens related to
the technol ogy and to the
operation of token rings.
The choi ce of the nost
appropriate technol ogi es
for the chip set was based
on technol ogy issues, risk
control, and costs. The
chip set that emerged
after the physical |ayer
functions were partitioned
uses both ECL and CMOS
t echnol ogy. Further,

t hree design probl ens of
general interest arose
during devel opnent: the
elasticity buffer and

circuitry related to the
di stributed clocks in an
FDDI LAN, the multinode
fiber-optic |ink using
light emtting diodes, and
the nedia error processes
as related to correctness
and fault isolation.

I ntroducti on

Layer

Bal dwi n, and Bruce W

second. The physical |ayer
of FDDI-the topic of this
paper - connects many
stations, each of which

may transmit information

to any other station in the
network. As in other LANSs,
packets of user data are
encoded according to the
physi cal | ayer protocol and
are transmtted as a seria
data stream over a physica
media to other stations

of the LAN. FDDI, however,
is unique in its use of
hundr eds of i ndividual

poi nt -t o-point, fiber-
optic connections that
forma ring network in

t he physical |ayer. The
resulting LAN offers both a
high data rate and a tota
physi cal extent of up to
100 kil ometers (km).

The devel opnent of physica
| ayer hardware, used in al
FDDI products, included
t he physical protoco
(encodi ng/ decodi ng)
device, a receive clock
recovery device, a |oca
cl ock generator, and
optical transnmitters and
receivers. This paper



The fiber distributed

data interface (FDDI) is

a multiaccess, packet-
switching |ocal area
network (LAN) that operates
at 100 negabits (M) per

Digital Technica

focuses on devel opnent of

t he physical |ayer hardware
and descri bes sone aspects
of the design in detail. W
first review the operation
of the physical |ayer and
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the functional partitioning
of the inplenmentation.

We then present detail ed

di scussi ons of the

di stributed cl ock schene,
the design of an optica
link, and the nethods

to control the effects

of bit errors in the

physi cal | ayer. Sone

of the results of the

devel opnent to inprove the
per f ormance, correctness,
and reliability of FDD
descri bed here have

been incorporated in the
Ameri can National Standards
Institute (ANSI) FDDI

st andar ds.

Operation of the Physica
Layer

The FDDI physical |ayer
is a collection of point-
to-point links formng a
"ring." The operation of
the layer is described in
terms of physical |inks,
physi cal connections, and
t he functions of individua
stations. The nmany station
types all owed by the
ANSI FDDI standards are
constructed with a sinple
physi cal |ayer functiona
bl ock called the PHY port.

A physical link contains
a transnmitter, a receiver,
and a segnent of physica
medi um whi ch conducts the
bits of a packet from
one station to a second
station. The topol ogy of
FDDI is arranged so that

Physi ca

t opol ogi es for FDDI. Each
bit of information received
fromone physical link is
transmtted onto another
physical |ink until the

i nformati on travels around
the loop and returns to
where it started. The FDDI
protocol s provide for a
single originator of data
packets; other stations
repeat the data so that
each station on the ring
recei ves the packet of

i nformati on. The coll ection
of many point-to-point
links forns the ring, which
is viewed as a nultiaccess
medi um by the users.

The basic elenment in the
t opol ogy of an FDDI LAN is
t he physical connection.

A physi cal connection
contai ns two physica

i nks, also shown in
Figure 1. Wthin the
station, the circuitry
that inplenents physica

| ayer functionality needed
for one physical connection
is called the PHY port.
The physical connection is
a full duplex connection
bet ween exactly two PHY
ports. Neighbors in the
ring directly exchange the
control information for
each connection, allow ng
control protocols in FDD
stati on managenent (SMI)
to establish the shared
states for a connection:

i n-use, starting, and

di sconnected. The status
"in-use" indicates that a
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the coll ection of physica
links forns a cl osed

path, or ring, as shown
in Figure 1. This sinple
topology illustrates the

basi ¢ concepts conmmon to
even the nost conplicated
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connection is part of the
ring; other states indicate
it is not. The contro

i nformati on exchanged over
t he physical connection is
used to autoinitialize

and autoconfigure the
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Layer

connections in the LAN,

a nmet hod of operation
currently unique to FDD
rings.

There are several types

of FDDI stations, and
different types can support
di fferent nunbers of

physi cal connections.[1]

A single attachnent station
(SAS) (as seen in Figure

1) can establish one

physi cal connection with

a single neighbor. The

dual attachnent station
(not shown) has two PHY
ports and may establish
physi cal connections

with two neighbors. A
concentrator (CON) is a
type of station that can
establish connections with
many nei ghbors, thereby
provi di ng attachnment points
for other stations. The
CON shown in Figure 1

i nterconnects its PHY ports
internally to configure a
single ring.

Figure 2 shows the
functions of and fl ow of
data t hrough a PHY port
whi ch i npl enments the FDD
physi cal | ayer protocol
(PHY) standard.[2] Data
packets to be transnitted
over the LAN are passed as
a stream of bytes fromthe
data link to the physica
| ayer. Each byte contains
two PHY synbols, and each
symbol represents 4 bits
of user data. The FDD
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fromthe coded signal) and
bounds the | owfrequency
conponents of the signa
spectrum The code bits are
then converted to a seria
stream and transmtted

as optical pulses on the
fiber-optic nedia.

The station is coupled
to the media with
a nedia interface
connector (MC). The MC
provi des the concrete
i nterface necessary for
i nteroperability between
equi prent frommultiple
vendors. The FDDI Physica
Layer Medi a Dependent
(PMD) standard specifies
mechani cal and optica
properties of the MC.[3]
The M C includes both a
transmit and a receive
i nterface.

Signals received froma
connection are decoded by
the PHY port for processing
by the station. The optica
i nput signal is translated

to an electrical signal
The renote bit clock is
extracted fromthe signa
and used to recover |logic
| evel s corresponding to

t he individual bits. A
framer then establishes
the original code group
boundari es and converts
the serial code bit stream
into parallel form Also
the elasticity buffer
synchroni zes the received
data to the |ocal clock



codi ng schene, called 4B
/5B encodi ng, transl ates
each synbol into a code
group containing 5 code
bits. This encodi ng
[imts the maxi mumtine
between transitions on
the nmedia (allow ng clock
i nformati on to be derived

Digital Technica

reference and accounts for
the frequency difference
bet ween the | ocal and
renote cl ock references.
Finally, code groups of

5 code bits are decoded
into synbols, and synbol s
are correctly paired to
formthe data bytes which
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Functi ona

Physi ca

represent the received
data. These data bytes
are passed either to

anot her PHY port or to the
data link layer. A later
section, Operation of the

Di stributed Cl ock Schene,
expands on the elasticity

buf fer design.
We have so far descri bed
the FDDI physical |ayer

in ternms of PHY ports and
t he physical connections

bet ween them These basic
el enents formthe physica

| ayer for all types of
FDDI stations. Different
types of FDDI stations

have one or many PHY ports,
but the operation of an

i ndi vi dual PHY port and
physi cal connection is

i ndependent of station

type and topology. In

t he next section, we

di scuss the functiona
partitioning of the PHY
port and the reasons

behi nd the partitioning
chosen. Subsequent sections
descri be the distributed

cl ock schene, the design

of the physical |ink, and
the i nmpact of physical 1ink
errors on the LAN.

Partitioning
In this section, we
describe the partitioning

of the functions of the

PHY port into the follow ng

conmponent s:

o PHY (physical protoco
chip, also referred to

Layer

o FOT (fiber-optic
transmtter)

o FOR (fiber-optic
receiver)

Qur choices for the
appropriate partitioning
and technol ogy were
founded on our decision to
devel op a highly integrated
and | ow cost chip set.
After exam ning severa
alternatives, we chose a
partitioning that enabled
us to use nmostly CMOS
t echnol ogy (conpl enentary
nmet al oxi de sem conductor),
a mnimal anmount of custom
ECL (emitter coupled
logic), and no ECL gate
array technol ogy. Although
a 125-negahertz (MHz)
serial channel requires ECL
circuitry in the system
we wanted to mninze
t he amount of custom ECL
t echnol ogy. ECL consunes
a substantial anount of
current and is relatively
expensi ve as conpared
to CMOS technol ogy.

We al so considered ECL
gate array technol ogy,

but deci ded against it
because it was not a
mat ur e technol ogy, | acked
requi site anal og functions
for clock extraction, and
was available fromonly a
few vendors.

We determ ned that the
CDCR and CDCT were the
only functions that had
to be inplenmented in
ECL technol ogy. This
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as the ELM chi p)

CDCT (clock and data
conversion transmtter)
CDCR (cl ock and data
conversi on receiver)
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deterni nati on was based
on the need for the high
transm ssion rates and for
qui ck conversion to and
fromserial and paralle
data streams. The CDCR
recei ves a 125- negabaud

2 Spring 1991



Layer

ECL serial data stream
fromthe FOR Using a phase
| ock | oop, CDCR extracts

a receive clock to recover
the data bits and then
converts the serial data

to a 5-bit parallel bus.
The CDCT receives a 25-

MHz, 5-bit-wi de paralle
bus; then, by using a phase
| ock loop, it generates an
internal 125-MHz transmt
clock in phase with the

| ocal 25-MHz cl ock. CDCT
then converts the 5-bit-

wi de parallel bus to a

125- megabaud ECL serial bit
streamthat is transnmtted
by the FOT.

We selected the 5-bit
width for the paralle

bus to obtain a 25-VHz

bus rate. This rate is a
conveni ent divisor of the
125-MHz serial rate and

is within the operating
range of the CMOS gate
array technol ogy used in

t he connected chips. The
5-bit bus also offered the
advant age of enabling us
to maintain a | ow pin count
on the devices to which
the bus is interfaced, thus
further containing costs.

Anot her conplication
relative to the clock
conmponent was how to
di stribute a 125-MHz cl ock
signal. As noted earlier
some FDDI products have
many PHY ports, and those
PHY ports must have a

Devel opnent of the FDDI Physica

cl ock, and convert the 5-
bit parallel bus to the
serial stream Wth this
nmet hod, the highest clock
rate distributed on our
boards was a 25- MHz cl ock
As a consequence of

sel ecting the transmt
phase | ock | oop, we chose
to specify and build
separate transnmit (CDCT)
and receive (CDCR) devices
in custom ECL technol ogy.
We were very concerned
that the conbi nation of
two asynchronous phase

| ock | oops on a single
chip would induce cross
talk. Cross talk could

cause fal se | ocking of

the phase |l ock | oops to
one anot her, resulting

in |ost data. Therefore
maki ng a single chip was
considered too risky for
the initial inplenmentation.
Qur solution was to specify
the transnit and receive
devi ces, thus eliminating
the possibility of cross
tal k.

The bal ance of the logic
for the physical |ayer
protocol s could now be
designed in CMOS gate

array technol ogy. The

use of CMOS gate arrays
was inmportant in neeting
schedul e since it all owed
us to quickly inplenent
changes. Changes were

i nevitable and therefore
had to be accommmodat ed



common clock line for the
transm ssion of the seria
data stream W decided to
add anot her phase | ock | oop
in the transmit conponent
that woul d | ock onto

the 25-MHz | ocal clock
generate the 125-MHz seria

Digital Technica

because the ANSI standard
was not finished and stable
during our design cycle.

Al'l of the physica

| ayer functions such as

t he encoder, decoder,

el asticity buffer,

framer, and snoot her
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were inplenmented in

CMOS gate arrays. W had
simul ated these functions
in software; however, we
were now able to build

t hem usi ng CMOS gate arrays
and actually analyze their
behavior in real networks.
Wth the hardware, we

qui ckly verified the
protocols defined in the
FDDI standards. Proper

PHY operation is best
confirmed by testing actual
i mpl enent ati ons.

The fiber-optic transmtter
(FOT) converts a 125-
nmegabaud el ectrical signa
to light pulses to be
transmtted to a receiving
station. The fiber-optic
receiver (FOR) receives the
pul ses froma transnmitting
station and converts them
to an electrical data
stream W decided not
to devel op the FOT and the
FOR components oursel ves.

I nstead we chose to

i nfluence the specification
of the system s functiona
requi renents in the ANSI
FDDI Committee and then
depend on external vendors
to devel op the conponents.

It was inportant to
encourage the optica
vendors to standardize
their conponents so costs
woul d decrease, and so
that nore than one source
of optical conponents
woul d be available to
us. Accordingly we did

Physi ca

Layer

Operation of the Distributed
Cl ock Schene
In the FDDI distributed
cl ocki ng schene,
each station uses an
i ndependent, | oca
cl ock reference when
transmitting or repeating
dat a packets. The station
nmust synchroni ze the
receive data with its
own reference clock prior
to further processing.
Al t hough this distributed
cl ock reference schene

sinmplifies many probl ens,
it also can give rise to
data integrity probl ens
and packet | oss rate issues
t hat nust be solved for the
scheme to work effectively.
Dat a must be synchroni zed
to the local clock
reference in a way that
prevents detected and
undetected errors caused
by metastability problens.
Further, interpacket
gap shrinkage that can
result in an unacceptable
packet |oss rate nust be
controlled. In the sections
El asticity Buffer and
Snmoot her bel ow, we descri be
how t hese probl ens are

addressed in the physica
| ayer protocol.

El asticity Buffer

Each PHY port of a station
nmust accept data packets



6 Digita

not comnbi ne the optica
transmitter and receiver

wi th any other physica

| ayer functions. The
optical link design is the
subject of a later section
in this paper.
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from anot her station with
a slightly different

cl ock frequency and

bit transmi ssion rate.

It is the function of

the elasticity buffer
within the PHY port to
synchroni ze the inconing
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data to the |ocal clock
reference. The buffer is

al so designed to contro
synchroni zer nmetastability,
a source of undetected

data corruption. As a
result of the elasticity
buffer operation, the size
of the gap between two

dat a packets varies as the
packets are repeated around
the ring.

The elasticity buffer is

a collection of storage
registers that are witten
to and read from at
different rates. (See
Figure 3.) The buffer forns
a circular queue due to the
nmovenent of two i ndependent
poi nters: the input pointer
sel ects the register to be
witten to and noves at the
recovered clock rate; the
out put pointer selects the
register to read from and
noves at the local clock
rate. The location of the
pointers is based on the
gray code counters. The

i nput pointer is controlled
by the input state nachine
and the output pointer by

t he output state machine.
These state machi nes
position the pointers at

a controlled distance from
one anot her. Therefore

poi nter control prevents
data frombeing witten
while it is being read from
the sane register, even

t hough the pointers are
nmoving at different rates.

Devel opnent of the FDDI Physica

during the idle tine
bet ween data packets, known

as the interpacket gap.
When a m ni mum i nt er packet
gap tinme is detected by
the input state nmchi ne,

a reset control signa

is sent to the output

state machi ne. The reset
signal is synchronized by

t he output state machine
to avoid nmetastability.
When an input signal to

a register is changing at
the tinme the register is

cl ocked, its output may
becone i ndetermnm nant and
assunme nul tiple val ues over
atinme called a period of
nmetastability.[4] The reset
signal could be changi ng
when it is sanpled by the
out put state machine, so
this signal is synchronized
by waiting an interva

after each sample for the
sanpl e value to settle
before the sanpl ed val ue
is utilized, or considered
valid. The reset signal is
del ayed by this process.
The circuitry guarantees
that the present address of
the i nput pointer has been
in the holding register

on the reset condition

for a sufficient duration
and thus its stability is
ensured. The output state
machi ne then | oads the
address that the input
state machine stored in



During normal operation,
the i nput and out put
poi nters approach
each ot her and nust be
periodically repositioned.
The repositioning occurs

Digital Technica

t he hol di ng regi ster.

The out put pointer noves
to that location plus an
offset in order to keep a
m ni mum di stance fromthe
i nput pointer.
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Thi s approach to
repositioning pointers
ensures that all data
or signals are stable in
their respective registers
bef ore bei ng sanpl ed by
the local clock. As a
consequence, we were able
to specify in the design
that only one control I|ine
be synchronized in the
elasticity buffer. The
signal that crosses the
cl ock boundaries is the
reset signal, which is
generated by the renote
cl ock and sanpl ed by the
| ocal clock. The reset
signal triggers all events
required for the elasticity
buffer to correctly receive
data. Since there is only
one control line within
the elasticity buffer that
needs synchroni zation,
the inmplementation is very
robust .

We al so had to anticipate
occurrences outside nornal
operation. Therefore we
designed circuitry that
detects when the pointers
point to the sane register
for nore than a m ni mum
anmount of time.[5] This
circuitry prevents the
buffer fromreading the
register while its contents
are changing; if the buffer
were read, data corruption
and consequently undetected
errors could result during
abnornmal operation. The
i nput and out put pointers

buf fer has overfl owed or
underrun.

The input and out put

poi nter counters are
conpared using the | oca
clock; that is, the input
poi nter counter bits can
change with respect to
the I ocal clock, as shown
in Figure 4. Gray code
counters limt to one

t he nunber of bits that
can change in the pointer
counters at any sanple

i nterval. The conparat or
circuit is sanpled tw ce
using the local clock and
the local clock shifted by
90 degrees. |f one sanple
of the D flipflop notes a
change, the changing bit
settles down before the
ot her sanpl e happens; thus
nmet astability problens
are controlled. A logica

AND of the sanpl ed outputs
signifies that the two

poi nters have had the

sane address for at | east
one quarter of the |oca
clock interval. Wen the
addresses are the sane for
at | east one quarter of
the local clock tinme, the
error flag is raised. \Wen
the error flag is raised,
an overflow or underrun

is immnent. The cause is
sonewhere in the network.
For instance, the cl ocks
are out of specification,
or a downstream station



are 3-bit, asynchronous
gray code counters. The

poi nters are conpared to
one another to determ ne
whet her they coinci de,

i ndicating that data in the

8 Digital Technical Journal Vol.
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is sending |arger data
packets than are permtted.
In any case, the condition
is detected and prevented
fromincreasing the risk of
undet ected data corruption.
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Snoot her

Anot her function in the
physi cal |ayer, called the
snmoot her, prevents the |oss
of data packets that can
result from shrinkage of
the interpacket gap. Data
packets can be | ost, or
di scarded, at two pl aces.
The decision to discard
can be nade at the physica
| ayer as the result of an
el asticity buffer overfl ow
or underflow. Al so, packets
can be discarded at the
nmedi a access control (MAC)
| ayer. The MAC | ayer is not
required to copy a packet
that has less than 6 idle
byt es of interpacket gap
precedi ng the packet.

The decision to inplenment
t he smoot her cane after

si mul ati ons of the
elasticity buffer reveal ed
the then current draft
ANS| PHY protocol would
result in an unacceptable
packet loss rate. In a
series of nodes with a
random di stri bution of

cl ocks, sonme stations add
to and others delete from
the interpacket gap. |If
nodes add or del ete without
regard to the size of the

i nt erpacket gap, we found
that the interpacket gap
could be deleted entirely
or reduced to a m ni mum
size. At this size, the
MAC is not required to copy

Devel opnent of the FDDI Physica

0 One hundred one
elasticity buffers

o Maxi num si ze data packet
| engt h

0 Pseudorandom cl ock
di stribution

The solution is to nonitor
the interpacket gap.[6] If
it falls below the 7-byte
m ni mum si ze, the snoot her
adds to the interpacket
gap. The addition of
i nt erpacket gap to the
out put stream causes the
el asticity buffer to use
a buffer to delay the
out put data and then send
an interpacket gap byte.
The amount of buffering
within the elasticity
buffer is finite so that

the delay within a station
is not long. The snoot her

al so recl ai ns storage

el enents by del eting bytes
of interpacket gap one

byte at a tinme fromlong
preanbl es. This reclanation
occurs any tinme 8 bytes

or nore of interpacket gap
appear at a station.

The snoother is a

di stributed al gorithm

t hat cannot be adequately
proven in simulation. W
built a gate array that
contained the elasticity
buffer with the added
snmoot her function to prove
in hardware that our new
al gorithm woul d operate
properly. We built a 200-



a frane, and data packets
are lost. Qur sinulation
showed that an unacceptabl e
10 percent packet |oss
woul d occur due to 6 or

| ess bytes of interpacket
gap under the follow ng
condi tions:

Digital Technica

node ring of elasticity
buffers that could handl e
at least the test case
(101 elasticity buffers)
used in the sinulation.
Each el asticity buffer
had a variable oscillator
to allow control of the

di stribution of clock
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frequencies that we felt
woul d i nduce interpacket
gap shrinkage. W al so

i ncl uded speci al test
features in the chip to
nmoni tor the interpacket
gap at every node in the
tester.

During four weeks of
operation, we observed
the interpacket gap of
6.72 billion maxi mum size
packets (4500 bytes). The
m ni mum i nt er packet gap

ring

observed was 7 bytes, which
resulted in no packet |oss.
The experinent indicated

a packet loss rate of |ess

than 2E-10. Since no packet
| oss occurred, the actua

| oss rate is unknown;

but this result gives us
confidence that the | oss
rate predictions nade by
anal ysis are correct.

The 200- node har dware
test bed denonstrated

t hat our al gorithm worked
effectively. The snoot her
protocol was adopted as a
mandatory part of the fina
ANS|I FDDI PHY standard. [ 2]
The standard allows a
variety of different

desi gns, sone having as
little as one byte of
snoot hi ng, dependi ng on
t he nunber of preanble
bytes required by the
MAC i npl enentation in
the sane station. Al

al |l oned desi gns have wor st -
case | oss rates bel ow
1E-14 (by analysis) in

a honogeneous ring. The

Physi ca

Layer

FDDI

the PHY protocol, the FDD
di stributed cl ocki ng schene
does not significantly
contribute to packet | oss.

Optical Link Design

As noted in the earlier

section, Operation of
t he Physical Layer, the
physi cal connection is

the basic elenment in

the FDDI LAN topol ogy.
The physical connections
bet ween FDDI stations are
full duplex, fiber-optic

links that deliver a seria
code bit stream from one
station to another with

a bit error rate (BER)

| ess than 2.5E-10. Each
station has a separate
transmt and receive

Iink, and both links are
cabl ed together to the
same destination. The
optical link requirenents
are defined and measured

at the MC. Any set of
conform ng FDDI stations
connected together with

a conpliant cable plant

in a legal topology are
guaranteed to provide

the required transni ssion
service. Conformance to the
optical requirenents can
be nmeasured i ndependently
of both the interconnecting
nmedi a and the attached
station. Measurenents can
be taken from either end of
a physical connection.

The technol ogy choices we
confronted and the design
nmet hods we used in the



wor st - case packet | oss rate
in a heterogeneous ring,
one with nultiple types

of snoot her designs, has a
packet |oss rate bel ow 1lE-
10 (by analysis). Gven the
additi on of the snoother to

10 Digital Technical Journal Vol.

devel opnent of the optical
link are summarized in

the foll owi ng sections.
These net hods can be
applied to any transm ssion
system desi gn problemwith
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simlar requirenments. The
Physi cal Layer Medi um
Dependent (PMD) Wor ki ng
Group of the FDDI committee
adopted these nethods, and
Digital played a | eading
role in the design of

the PMD Standard. The
Wor ki ng Group devel oped

the design in a manner

t hat combi ned theoretica
analysis with enmpirica

nodi fications in an
iterative process to arrive
at the specifications for
the system The full detali
of the nodels has been
docunent ed previously in
the literature.[7, 8]

Technol ogy Choi ces

The FDDI distance and bit
rate requirenments clearly
mandate the use of a fiber-
optic transm ssion system
However, the choices
are not equal ly obvi ous
bet ween | aser- or LED
based transm tters, between
850- nanoneter (nm and
1300- nm operati on, and
bet ween si ngl e- nnde and
nmul ti mode fiber operation.
FDDI devel opnment initially
focused on the transni ssion
di stance requirenments of
LANs whi ch serve as |oca
of fice networks as wel
as network backbones.
Accordingly the technol ogy
chosen for the optica
link should be cost-
effective and capabl e of
spanni ng approxi mately
2-km di stances. For
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mul ti mode fiber prevailed
over |asers operating with
si ngl e-nmode fi ber because
at the design tine the
former was nore reliable
and had a better chance of
achi eving the cost goals
requi red by short-distance
of fice interconnection
spans. The sel ection of
appropriate technol ogy

was especially difficult
because the technol ogy

was rapidly evol ving.

The Working Group nade

t he basi c technol ogy
choices in the 1984-1986
time frame; the chosen
technol ogy represented the
best conprom se between
avai l abl e technol ogy and
reasonabl e anti ci pated

i mprovenents. The FDD
conmittee | ater addressed
t he | ong-di stance

requi renents (greater than
2 km) of a canpus LAN with
a single-node fiber and

| aser transmtter PVD ( SMF-
PMD). That devel opnment
effort is not addressed in
thi s paper.

Optical Link Overview

The optical link is
conposed of three basic
elements: a transmtter
a cable plant, and a
receiver. The transmtter
is provided with a seria
125- megabaud code bit
stream and creates an
anpl i tude nmodul ated 1300-
nm opti cal version of the
bit stream The code bit



t hese applications, the
superi or bandw dth and | oss
characteristics of 1300-nm
LED systens prevail over
850- nm LED t echnol ogy;

125- megabaud transm ssion
over 2 kmis not possible
wi th 850-nm LEDs. LEDs and

Digital Technica

stream has previously been
encoded with a 4-bit into
5-bit (4B/5B) non return to
zero invert (NRZI) coding
schene that ensures that
the serial sequence has
sufficient transitions

to all ow recovery of the
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transmit station's timng
clock at the distal end

of the link. The cable

pl ant uses a gl ass, graded-
i ndex, multinode optica
wave guide to ferry the
signal to the receiver;
the cable has an arbitrary
nunber of junctions (e.qg.
connectors). The cable

pl ant is described by its
optical |oss and bandw dt h.
The receiver in turn
converts the optical signa
back into a | ogic-Ileve
code bit stream When a
station is not sending
data, the transnmitter

is provided with specia
code bit sequences which
ensure that there is

al ways an optical signa

on the nedi um between
packet transm ssions.

Thus, whenever the |ink

is a part of a ring, the
optical system stays in
its equilibrium operating
conditions, and the cl ock
recovery circuit is always
synchroni zed with the

i ncom ng stream

Desi gn Met hods

The design of any digital
transm ssi on system nust
provi de sufficient end-to-
end bandwi dt h and si gna
power. Further, the design
nmust denonstrate bounded
jitter characteristics
in order to provide the
requi red data transfer
at the desired BER The
bandwi dt h al | ocati on,
jitter budget, and | oss

Physi ca

Layer

Bandwi dt h Al l ocati on
and Model s Nyqui st
comuni cati ons theory
requi res a system bandwi dth
of at least one half the
baud rate to prevent error
rate degradation due to
i ntersynbol interference.
Practical systens require a
somewhat greater bandwi dth.
We determ ned the LED
fi ber bandwi dth for FDDI by
measuring the sensitivity
of conmercial 125-nmegabaud
optical receivers as a
function of increasing
i nput rise tinme (decreasing
bandw dt h) and by observing
when the channel bandwi dth
started to cause a penalty
in the measured receiver
BER performance. The
0.5 deci bel (dB) optica
power penalty point was
found at 95 MHz. That
point is the bandw dth
requi rement for the LED
and fiber conbination in a
wor st - case maxi mum | ength
link; |ower bandw dth
causes increasingly
hi gher penalties in BER
per formance and nust be
prevent ed.

The bandwi dth of an LED
and rmultinode fiber optica
systemis nodeled with
t hree conponents which
add in a root nean square
(RMS) fashion as shown
in equation 1 in Figure
5. The design problem
confronted is as foll ows:
how are the three different
bandw dt h conponents
rationally allocated to



budget for the FDD

optica

system are descri bed next.

12 Digita

Techni ca

Jour na

Vol .

3

No.

nmeet the 95-MHz LED-fi ber
requi renent, and what is

t he maxi num di st ance that
can be achieved and stil
nmeet this requirenent?

Al t hough the el ectrical and

2 Spring 1991
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nmodal bandwidth limtations
are well known (equations

2 and 3 in Figure 5),

the chromatic bandw dth
limtation caused by the
LED and fi ber conbi nation
was not wel | understood.

Chromati c bandwi dth
limtation is caused by
the interaction of the LED
spectral width with the
wavel engt h di spersi on of
the glass fiber. Thirteen
hundr ed- nm LEDs are not
nonochromatic; their
em ssion spectrumis
typically 170-nm wi de at
the half optical power
poi nt. The propagation
velocity of light in
glass is a function of
t he wavel ength of the
light; light of different
wavel engt hs experiences
differential delay or
di spersion. Accordingly
a signal of appreciable
optical spectral w dth
experiences dispersion that
causes an increase in the
signal transition tines
and limts the bandw dth.
The ampount of di spersion
experienced by a pulse is a
function of the length of
the fiber, of the optica
spectral width, and of the
separation of the pul se
central wavel ength fromthe
zero di spersion wavel ength
of the fiber. The wi de
spectral width of 1300-nm
LEDs is sufficient to cause
systens based on their

Devel opnent of the FDDI Physica

bandwi dt h; the equation for

the model is 4 in Figure 5.
Equations 1 through 4

are the conpl ete node

for the bandwi dth of the
FDDI optical system The

i nputs to the nodel are

the transmitter spectra
center wavel ength, spectral
width, transmtter rise
and fall tines, the fiber

I ength, the fiber noda
bandwi dth, the fiber's
zero di spersion wavel ength
((0)), and the zero

di spersion slope (S(0)).
These paraneters conpletely
define the constituents

of the bandwi dth of a
nmul ti mode fiber-optic
transm ssion system In

an iterative sequence

of calculations with the
nodel , we eval uated a
trade-of f of fiber length,
fi ber nodal bandwi dth,

LED chromatic attributes,
and LED rise and fal

times to arrive at a 2-km
maxi mum fi ber length with
transmtter chromatic and
tenporal requirenents that
coul d reasonably be nmet by
vendors. The transmitter
requi renents were described
by a series of curves

t hat bal anced transmtter
rise and fall tinmes and
chromatic attributes. These
requi rements guarantee

the 95-MHz LED-fi ber
bandwi dt h requirenent

for a 2-km fiber. Thus
transmitters are all owed



use to be distance linited
by chromatic di spersion,
even though the system

is operating at 1300 nm
which is the nom nal zero

di spersi on wi ndow of fi ber.

A nodel was devel oped and
verified for the chromatic

Digital Technica

slowrise tines if they
have narrow spectral w dths
or central wavel engths

that match the m ni num

di spersi on wavel ength of
the fiber. Transmitters
with wi der spectral w dths
and central wavel engt hs
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di spl aced fromthe zero

di spersi on wavel ength

have fast rise tinme

requi renents. The curves
in ANSI FDDI PMD Figure

9 show the final allowed
transmtter spectral and
tenporal trade-offs.[3]
They were generated with

a slight nodification to

t he basi c nodel described
above that used explicit
fast Fourier transform
(FFT) descriptions of the
LED el ectrical bandw dth
conmponent. The transm tter
requi rements depend on

the fiber neeting noda
bandwi dth and chromatic

di spersi on specifications.
We enpirically established
the 500 MHz: km mi ni mum
nodal bandwi dt h di stance
product requirenent and the
al |l oned range of dispersion
paraneters shown in the
ANS|I PMD Figure 14.[ 3]

Jitter Budget In nost

hi gh-speed serial digita
comuni cati ons systens,
the cl ock used to recover
the recei ved data nust be
extracted fromthe bit
stream The recovered
clock is used to sanple
the data, and the sanpling
transition is nonmnally

in the mddle of the bit
interval. |If the sanpling
clock location overl aps
with the signal transition
between bits, errors occur.
Jitter is tine dither

of the bit stream signa
transitions; the nmeasured

a probability equal to the
BER requi renent .

A jitter budget tracks
the accunmul ation of jitter
in the bit stream edge
position and allocates it
to different conponents.
The budget ensures there is
ajitter-free opening, or
wi ndow, for the placenent
of the sanpling clock
Jitter consists of three
basi c types:

o Duty cycle distortion-
DCD

o Data dependent jitter-
DDJ

o Randomjitter-RJ]

DCD is static and is
caused by swi tching
threshol d variation
and nm smatched rise and
fall tinmes in driver
circuits. DDJ is caused
by bandwi dth linitations

in transm ssion conmponents
and is also a function

of the transm tted code

bit stream W devel oped

a worst-case test pattern

t hat evi nces high-frequency
DDJ components caused by

I ocal run length variations
in the transmitted bit
stream and | owfrequency
DDJ components caused by
variations in the average
power of the unbal anced

4B/ 5B code bit stream

RJ is caused primarily by

t hermal noi se corrupting
the signal in receivers and
is apparent at |ow optica



value is a function of powers. RJ adds in a root-

the probability of its nmean-square fashion with
occurrence. Because jitter ot her RJ conponents; DDJ
is the predom nant source and DCD add linearly to RJ.

of conmuni cations system
error, it is neasured at
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RJ

0.32

0.76

0.76

2.27

The FDDI jitter budget
tracks these three
conponents of jitter
t hrough the optical I|ink.
The budget ensures a
sufficient allocation
for the clock recovery

i mpl enentation to place
the clock correctly in
the jitter-free w ndow

to retime the data. The
speci fic values of jitter

allotted to each link
el enent were determ ned

largely by enpirica
nmet hods. The sum of al

jitter allocations nust not
exceed the code bit width
(8 ns). Table 1 sunmmari zes
the jitter budget, show ng
the totals for each jitter
conmponent as it adds

t hrough the |ink.

Only the jitter conponents
visible at the PMD M C
(PMD out and PMD in) are
enforceabl e parts of the
standard. Note the sum
of the jitter conponents
at PHY in (the exit of
the receiver function) is
5.87 ns, leaving a 2.13-
ns jitter-free w ndow
remai ning in the 8-ns
bit cell. This wi ndow is
allocated to the static
alignnment error and RJ
of the clock recovery
i mpl enentation. Digital

Devel opnent of the FDDI Physica

jitter-free windowis the
nmeasured receiver component
requi renment.

Table 1 FDDI Jitter Budget
Exanpl e (ns Peak to Peak)

Measur enent DCD DDJ
Poi nt

PHY out 0.4 0.0
PMD out 1.0 0.6
PMD in 1.0 1.2
PHY in 1.4 2.2

Optical Loss Budget The
optical |oss budget for
FDDI is the difference
bet ween the mini mum optica
power | aunched into the
fiber and the m nimum
optical power required

at the receiver. Decreased
optical power in a receiver
causes a reduction in the
signal -to-noise ratio and
is evinced on the seria
data stream as an increase
inits RJ. The optica

power requirenents are
defined in terns of the
performance nmeasured with
62. 5-m cron-core nul ti node
fiber. The fiber core

size is specified because
the |l aunch power of a
particular transmitter is a
function of the fiber type



devel oped speci al i zed

test equi pnent to generate
and receive the DDJ test
pattern and to signa
received bit errors; the
error rate at the worst-
case optical conditions

(m ni rum power, maxi mum
jitter) was neasured as a
function of clock sanpling
position to neasure the
jitter-free wi ndow at the
receiver exit. The 2.13-ns

Digital Technica

used. This fiber type is
the preval ent standard for
fiber-optic LANs and with
it an 11-dB | oss budget is
provi ded for the optica
link.
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The 11-dB | oss budget

is apportioned by a user
bet ween bul k fiber |osses
(1.5 dB/kmtypical, 2.5 dB
/ km wor st case), connector
| osses (0.6 dB typical, 1.0
dB worst case) and splice

| osses (0.2 dB typical

0.5 dB worst case). Wth
this | oss budget, users can
construct cable plants of
up to 2 kmin length with
any nunber of connectors
and splices, provided the
total loss is less than 11
dB. There is no m ninum

| oss required because

t he maxi mum | aunch power
is equal to the maxinmum

i nput power; stations may
be operated back to back
Wi t hout saturating the
recei ver function.

In sumuary, the design
nmet hods we used guar ant eed
the bit error rate of
the serial data stream
transm ssi on between
stations. The opti cal
bandwi dth was al | ocated
and guaranteed by design to
prevent BER degradation
due to intersynbol
interference; the jitter
accunul ation from different
link el ements was budgeted
to prevent BER degradation
due to received data
sanpling errors, and
an optical power budget
was defined to contro
BER degradati on due to
i nadequat e receiver signal -
to-noi se ratio.

Physi ca

Physi cal Link Error Process

An inportant part of the
physi cal | ayer devel opnent
was t he analysis of the
media bit error processes.
In the previous section,
we presented the design
of the optical link to
control the bit error rate.
This section considers
the effect of the error
process and the isolation
of certain types of faults
t hat cause errors.

To evaluate the error
process, we had to know
the source of the errors
and study their effect on
the protocols for the FDDI
The error process nust be
considered in light of two
metrics:

o Correctness of the
protocol. Error events
may | ead to undetected
corruption of user data.
Det ected errors reduce
per formance, but an
undet ected error may
have nearly unbounded
bad effects for the
user. Therefore the
undetected error rate
nmust be very | ow

o Isolation of error
source to a conponent
of the network when
the error rate is too
hi gh. Error rates may
exceed acceptable |evels
as the result of a
m sconfi gured network
or a fault. Isolation



of the problemis the
first step in a repair
process.
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A di scussion of protoco
correctness and fault

i sol ati on nust consi der
nore sources of errors
than the normal bit error
process di scussed in

t he previous section.

To provide correctness
and fault isolation,

t he design nust account
for m sconfigured Iinks
and comon faults. A

m sconfi gured LAN may
provi de poor perfornmance,
but it is always
unacceptable for a data
packet to be delivered with
undetected errors.

Good exanpl es of

m sconfigured |inks include
those with cabl es that

are too long and that use
too many connectors in the
cable plant. Common faults
in the systeminclude
transmitters that are too
dim dirty or partially

pl ugged connectors, and
cabl es that are kinked (for
exanpl e, by a m spl aced
chair leg). One can write
an endless |list of possible
faults and can posit a
fault with an arbitrarily
conpl ex synptom The faults
listed above are inportant
because they are likely
to occur during normal use
of the conponents. Many of
these faults can be traced
to a careless or uninforned
user. A design nust ensure
t hat these external causes
of abnormal error rate do

Devel opnent of the FDDI Physica

As di scussed earlier for
the design of an optica
link, bit errors are
caused by transition jitter
resulting from bandw dth
and power budget limts.
The inmportant faults and

m sconfigurations reduce

t he channel bandwi dth

or increase the optica

| oss beyond the design
limts. The error rate may
exceed the design limt but
t he physics of the error
process renmi ns the sane.
We anal yzed the inpact of
this error process given

t he FDDI encodi ng/ decodi ng

and error-detecting
protocol s. An exanpl e of
an error event is shown

in Figure 6 to illustrate
the effect of nedia noise
on the FDDI encoding
schenes. The code bits

on the nedia are encoded
as NRZI, where a signa
transition represents

a code bit 1 and a | ack

of transition (for a bit
time) represents a code bit
0. Wth this encoding, a
si ngl e noi se event results
in two code bit errors
where the resulting pair of
bits are the conpl enent

of the original bits.

In Figure 6, the pair of
code bits 0,1 are changed
to 1,0. There are four
possi bl e pairs of code
bits-00, 10, 01, 11 - that
change to 11, 01, 10, 00,
respectively, by an error
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no | asting danage and that
they can be detected and

i sol at ed.

The error process resulting
frominportant faults

is simlar to the error
process of a correctly
operating optical link.

Digital Technica

event. The FDDI PHY uses a
bl ock code in which 5 code
bits represent a synbol,
and a synbol contains 4
data bits. In the exanple,
the single error event
changes 2 code bits, which
results in a decoded synbol

Journal Vol. 3 No. 2 Spring 1991
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FDDI

with 4 incorrect data
bits. The number of data
bits affected by an error
event is nultiplied by the
decodi ng process.

Error detection is provided

by redundancy in the data
packet. Errors are detected
by the MAC protocol based
on a frame check sequence
(FCS). The probability

of an undetected error

is related to the nunber

of error events in the
packet and to the specific
synmbol s created. Qur

anal ysis, based on a draft
of the FDDI MAC protocol

i ndi cated that undetected
data corruption could occur
wi th high probability.[9]
In the inportant case,

a new frame was created
when a noi se event changed

a data synbol into an
ending delinmter and
created a smaller frane.

This truncation process
resulted in an undetected
packet error rate of 3E-
14 for large rings (500
stations).[10] CQur design
requi renents include

the nmuch nore strict

[imt of 1E-21 on this
rate. For this reason, an
enhancenent to strengthen
the ending delimter was
proposed and accepted by
ANSI X3T9.5 for the MAC
protocol .[11] In accord
with this enhancement, a
frame is valid only if
its ending delimter is
foll owed by a synbol that

Physi ca

Layer

Thi s enhancenent results
in an undetected error

rate of 5E-24 for the
protocol s, allow ng
significant margin for
actual inplenmentations.[10]

To isolate a faulty
physi cal |ink, we need
to know whi ch of many
i nks exceeds the design-
specified error rate.
Each error event nust be
detected and counted at one
point in the topol ogy.
Using a traditiona
nmet hod, we woul d isolate
faults based on the
i nformati on provi ded by
the MAC FCS error counters.
Al t hough this method works
reasonably well for a
bus topology, it is nore
difficult to use with FDD
t opol ogi es. The quantity of
physical |inks nay greatly
out nunmber the MACs in the
t opol ogy. The errors from
nore than a single physica
link may be counted by
one MAC, thus nmasking
whi ch |inks exceed the
error rate. For exanple,
in a wapped dual ring of
si ngl e- MAC, dual attachnent
stations, data errors
occurring in only half
the physical links in the
networ k woul d be counted
by a single event counter
A simlar situation occurs
in an FDDI tree topol ogy.
The MAC error counters
are not associated with a
parti cul ar physical 1ink.

Fault isolation nust be



cannot be created by the
noi se event that created
the ending delimter.

Ther eby, undetected
corruption was greatly
reduced in the final
standard MAC protocol.[12]

18 Digital Technical Journal Vol.

based on facilities present
for each physical |ink. For
this purpose, we devel oped
a protocol called link
error nmonitor (LEM. LEM

t akes advant age of the
requi renent in the PHY
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standard that a set of code
bit groups representing

vi ol ati on synbol s and
certain sequences of
control synmbols not be
transmtted (repeated)

onto a physical link. CQur
study of the error process
i ndi cated that roughly 30
percent of the error events
could be detected by the
physi cal | ayer decoder.[10]
This accuracy is acceptable
as BER variations of many
orders of magnitude are
often the nost inportant.
LEM counts the decode

viol ations that are
received only at one point
in the LAN i medi ately
after the error event
occurs. Errors not counted
by LEM are those in which
the created synbol may be
repeated by a PHY port,
such as when a data synbol
is changed to anot her data
synmbol . An instance of

LEM protocol may observe
each PHY port and detect
events associated with a
parti cul ar physical 1ink.

The accuracy of a LEM BER
estimate i s conparabl e

to ot her nethods and

has the advantage of

provi ding better fault

i sol ati on. The accuracy

of a LEMestimate is
affected by the statistics
gi ven above for the error
process and the | ength

of packet transnmitted on
the ring. Generally we

Devel opnent of the FDDI Physica

MAC FCS error counters as
wel | . For instance, the
FCS- based estimate of BER
al so depends on packet

l ength and additionally

on ring utilization. The
FCS error counters count
errors in valid packets
only, so estimates of error
rate are strongly affected
by ring utilization. The
LEM estimate incl udes
error events in tokens,
stripped franes, and those
that occur during the idle
peri od between packets.
The LEM protocol counts
errors and provides a BER
estimte for each link

in the FDDI LAN. Network
managenent applications
may collect this data

and identify margina

links within the LAN. In
addition, LEM provides a
mechani smto autonmatically
elimnate faults from

the network. This fault-
recovery procedure
preserves the integrity

of the ring when physica
i nks woul d ot herwi se

prevent ring operation.
The LEM protocol was
proposed and included in
the draft FDDI Station
Managenment (SMI) proposed
standard. [ 13]

The anal ysis of the
physi cal | ayer error
process resulted in two
i mportant changes that
reduce the inpact of
errors. A change proposed
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only assign significance
to the order of nmagnitude
of the estimate, i.e.

t he exponent of the BER
witten in scientific
notation. This type of
accuracy problemis shared
by BER estimtes based on

Digital Technica

and adopted in the FDD

MAC protocol greatly
reduced the rate of

undet ected corruption.

The isol ation of conponents
contributing to a high
error rate is facilitated
by LEM now a part of
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the draft FDDI Station
Management standard.

These devel opnents have

i mproved the correctness
and nmaintainability of the
FDDI LAN

Summary

Qur devel opnment work on

the FDDI physical |ayer
provi ded physical |ayer
conponents, specifications
and new protocols. This

paper has described the
operation of the FDD
physi cal |ayer and the
functional partitioning
of the chip set. The
functional partitioning
resulted in greater

i ntegration and | ower
cost for the chip set.
Much of the work on the
physi cal | ayer centered
on the need to contro

the error characteristics
of both the constituent
links and interplay

of many asynchronous
links as a system Three
i mportant design probl ens
were sol ved during the
devel opnent effort. First,
the elasticity buffer

and snoot her protocols,
whi ch were devel oped for
the distributed clocking
schene, resolve data
integrity and data | oss
probl ems. Second, the
design of the fiber-
optic link for FDD

requi red nethods to

al l ocate system bandwi dth
and power margins. The

Physi ca

Layer

Finally, the analysis

of the physical link

error process resulted

in increased correctness

t hrough a reduction of the
undet ected error rate and
enhanced fault isolation
provi ded by the link error
noni t or, LEM
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