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Abstract and efficiency. The advent

The fiber distributed
data interface (FDDI) data
link is based on the ANSI
X3T9.5 FDDI standards with
Digital's enhancenents
to provide greater
performance, reliability,
and robustness. The FDD
proj ect team encountered
signi ficant chal |l enges,

i ncludi ng the evol ving
ANSI X3T9.5 FDDI standards
and the devel opnent of the
technol ogy to inpl enment

the data link, coupled with
time-to-market pressure.
Appropriate consi derations
and design trade-offs were
made to design conplexity,
performance, risk, cost,
and schedul e, when deci di ng
functional partitioning and
sem conduct or technol ogy.
Ext ensi ve sinmulations and

a novel test approach

were used to verify the

al gorithnms, the functiona
nodel s conprising the

chi ps, and the physica
chi ps thensel ves.

I ntroducti on

The proliferation and
i mportance of distributed

of fiber optics, |arge-
scale integrated circuits,
and rel ated technol ogi es
makes it possible to
provide a relatively | ow
cost, high-speed | oca

area network (LAN) with

| ar ge physical extent

and connectivity. One

LAN standard is the fiber
di stributed data interface
(FDDI'), a 100-negabit-per-
second token ring that uses
an optical fiber medium

The scope of FDDI spans
the data link |ayer and

t he physical |ayer. The
FDDI data link provides its
users with conmuni cation
services on a nultiaccess
LAN for transnitting and
receiving franes with best-
effort delivery service

(al so called the datagram
service). The devel opnent
of the FDDI data |ink
encountered severa

signi ficant chal |l enges,
including the instability
of the standard, unproven

t echnol ogy and protocols,
and an order of nmagnitude

i ncrease in speed fromthe
I nternational Standards



system appl i cati ons pl ace Organi zation (I SO 8802-

speci al requirenments on 3 carrier sense multiple
networks in ternms of access with collision
topol ogi cal flexibility, detection (CSMA/ CD) LAN.
performance, reliability, The design of the FDDI data
scal ability, robustness, link invol ved performance
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consi derations such as
t hroughput, | atency,
data integrity, and
reliability.[1, 2]

In this paper we discuss
t he devel opnent of
Digital's FDDI data link
and present sone of the
key al gorithnms devel oped
by Digital. W then
descri be the design and

devel opnent of the FDD
data |ink technol ogy and
its inplenentation in the
FDDI, focusing on the FDD
data link's very |arge-
scal e integration (VLSI)
chip set. Finally, we
descri be the devel opnent
nmet hodol ogy used in
simul ati on, verification,
and testing.

FDDI Data Link Overvi ew

The FDDI data |ink provides
an upward rul ti pl exing,

dat agram servi ce to support
mul tiple data link users
concurrently within the
sanme conputer system The
FDDI data link incorporates
the | SO 8802-2 | ogica

link control (LLC) and

FDDI standards. Also, the
FDDI data |ink provides a
mapped Et hernet service,
defined by the Internet

RFC 1103 standard, to map
an Ethernet frane onto an

| SO 8802-2 LLC frame for
transport over the FDD
LAN. [ 3]

The FDDI data |ink consists
of an LLC subl ayer, a

nmedi a access contro

(MAC) subl ayer, and

t heir managenent. The

LLC subl ayer provides

LLC services, the mapped

Et her net service, and

mul ti pl exi ng/ denul ti pl exi ng

services for multiple
users. The key functions
provi ded by the MAC

subl ayer include the

FDDI token ring protocol
frame transm ssion and
reception, initialization
and error recovery for

the token ring, address
recognition and filtering
on receive, and franme error
detection. Figure 1 is

an exanpl e of the FDD
architecture nodel, show ng
a dual attachment station
(DAS) or dual attachnent
concentrator (DAC) with a
single data link entity. A
DAS or DAC may have zero
one, or two link entities;
two or more physical (PHY)
port entities; and contro
of their managenment. A link
entity is an instance of
data |ink that contains

an LLC and a MAC entity. A
data |ink user accesses the
data |ink services through
the port entity. As shown
in Figure 1, nultiple data
link users may use the sane
link entity.



2 Digita

The FDDI data |ink uses
the FDDI MAC protocols to
provide fair access to a
nmul ti access channel, which
is built of individua
poi nt -t o- poi nt physi cal
links.[4] A token ring
consi sts of an ordered,
cyclic set of MAC protoco

Techni cal Journa

Vol .

3

No.

entities called MACs. It
operates by passing a token
sequentially fromMAC to
MAC around the ring. Only
the MAC with the token may
transmt frames onto the
ring, and only one token
can be present on the ring
at any instant. At the end
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of transmitting its franes,
the MAC transmits the
token onto the ring. Franes
ci rcunmavi gate the entire
ring and are subsequently
renmoved (stripped) by the
originating MAC after one
and only one rotation.

The FDDI MAC protoco

is different fromthe

| SO 8802-5 token ring
protocol . [ 5]

The FDDI MAC protocol uses
a timed token protocol
whereby MACs on the token
ring cooperatively attenpt
to maintain a specified

token rotation tinme by
usi ng the observed network
| oad to regul ate the

anmount of time a MAC may
transmt.[6] The specified
token rotation tine is
called the target token
rotation tinme (TTRT). The
TTRT is negotiated using

a distributed al gorithm
called the clai mtoken

al gorithm which is invoked
each tine the ring is
initialized. The FDDI MAC
protocol also includes
fault detection and
recovery functions to aid
in the restoration of ring
operation in the presence
of transient faults.

As shown in Figure 1,

each instance of a station
(e.g., DAS or DAC) contains
a set of station managenent
functions. Some of the

key station managenent
functions included are

FDDI Data Link

and a set of frame-based
protocols. The set of
frame-based protocols

for station nmanagenent

i ncl udes duplicate address
detection, neighbor
notification protoco

for ring map generation,
and | oopback protocol

The scope of the station
managenent frame- based
protocols is limted

to a single ring. These
functions are inplenmented
in the Cormon Node Software
(CNS) and the FDDI chip
set.[7]

FDDI Data Link Algorithns

Digital's realization of
the FDDI data |ink includes
maj or enhancenents and
val ue- added features. The
devel opnent of the FDD
data |ink encountered
several architecture and
i mpl ementation i ssues. The
key issues included design
for high performance, error
characteristics and data
integrity, renoval of
frames by bridges, cleaning
the ring of unwanted franes
and long fragnments, and
stability and reliability
of the ring.[2] Digital
provi ded the inpetus to
resol ve these i ssues as
well as the solutions to
be incorporated into the
ANS| FDDI standards. Sone
of these solutions are



initialization, observation

and control of link

and PHY port entities,
control of the insertion
and renoval of the
station fromthe ring,

t opol ogy control, fault
detection and recovery,

Di gital Techni cal

descri bed bel ow.

Frame Cont ent

I ndependent

Stripping (FCI'S) Algorithm
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The underlying |ogica

t opol ogy of all token
rings is a closed |oop
structure, which inherently
has the property of
continuously circul ating
frames transmtted on

the ring. Because of

this property, all token
rings have algorithns for
removing frames transnitted
by MACs on the ring. The
frame renoval algorithmis
called a frame stripping
al gorithm Wen stripping
a frane, the fragnent size
(remant of the frame)

nmust be |l ess than 17
bytes. Frames that are

not properly stripped

can rermain and traverse
the ring repeatedly,
wasti ng bandw dth and
resources within systens
on the ring and causing
severe congestion in the
systens due to delivery of
duplicate franes.

The FDDI MAC protoco
uses a frame stripping
algorithmin which all MACs
on the ring continually
strip received franes
whose source address
mat ches their own MAC
address. Limitations
of this algorithmarise
when inpl enmenting bridges
or systems that need to
transmit frames with
source addresses which
are different from each
MAC s own address. [ 8]

For exanple, a bridge
may forward franes with

of stations in the extended
LAN.[9] If a bridge were
to use the source address
mat ch al gorithm the bridge
woul d have to conplete the
address match operation
wi thin one m crosecond from
t he begi nning of the frame
reception. Therefore, the
use of the source address
mat ch al gorithm by a

bri dge i nmposes significant
costs and inplenentation
conpl exity. The design
of the frame stripping
algorithmis made nore
difficult by the fact that
there can be up to 560
frames outstanding (i.e.
transmitted but yet to

be stripped) and the fact
that there is less than
one m crosecond to decide
whether to strip or to
repeat the frane.

Digital devel oped an
algorithmcalled the
frame content independent

stripping (FCIS) al gorithm
which is inplenented in
the MAC chip.[10, 11]

The algorithmis based

on stripping the sanme
nunmber of franes that

the MAC transmitted on

the ring i ndependent of
the content of the frane.
After the MAC captures

the token for frane

transm ssion, a |local count
is incremented each tine

a frame is transmtted.
After transmitting al

its frames, the MAC
transmts a void frane,
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no nodi fications, and,
therefore, the forwarded
frames contain source
addresses which are
different fromthe bridge
address. Also, a bridge may
support tens of thousands
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which is a mninmmsize
frame (i.e., 17 bytes),
before transmitting the
t oken.[ 10, 12] On receive,
if the count is greater
than zero, the received
frame is stripped; and
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for each error-free frame
recei ved and stripped, the
count is decrenmented. After
transmitting the token, the
MAC does not strip franes
when the count is equal to
zero, except for franes
with a source address

mat chi ng the MAC s address.
When receiving an error-
free void frame with the
source address matching the
MAC s address, the count

is unconditionally reset

to zero. As a result, the
al gorithm uses a count that
is kept locally to track

t he nunber of outstanding
frames for stripping, and
it uses a transmtted void
frame as a backup nechani sm
to indicate the end of

stri pping.

The operation of the

FCIS algorithmis seen

in the space-tine diagram
of Figure 2, which shows
three stations on the ring
while station B is the
only station participating
in the FCI'S al gorithm
Time increases fromtop to
bottom and the position
of downstream stations

on the ring goes from

left to right in this
diagram Station A first
receives the token T and
transmits frames Al, A2,
and the token. Station

B then transmits franes
X1, Y1, and Z1, which

have source addresses

X, Y, and Z that are not

FDDI Data Link

transmtting franme Z1,
station B transmits its
void frame, VB, and then
the token. When station B
receives its void frane,
the count is reset to zero,
whi ch causes station B

to stop frame stripping.
Subsequently, an entirely
new epoch of transm ssion
and franme stripping can
begin with the next token
capture.

The conbi nati on of

the count and the void
frame provides robust
frame stripping that is

i ndependent of the content
of the transmtted frane.
The FCI'S al gorithm al so
has the desired property of
operating transparently
with other MACs which

are not inplenmenting the
al gorithm | nplenenting
the FCI'S algorithmin the
MAC chip greatly reduces
the cost and conplexity of
products, which otherw se
may need additiona

har dwar e conponents to
perform simlar functions.
Ri ng Purging Algorithm

One of the well-known
probl ems on a token ring

is the circul ation of
frames or |long fragnents
that are not stripped

by the transmitter. The
frame or |long fragnent not
stripped by the transmtter
is called a no-owner frame
(NOF). On an idle ring,



the sanme as station B's
MAC address. As shown in
Figure 2, each tine station
B transmits a frame, it
increments its count; and
each tine station B strips
an error-free frane, it
decrenents the count. After

Digital Technica

NOFs can circul ate around
the ring, along with the

t oken, continuously at the
speed of the ring. NOFs
may be received by one or
nore systens on the ring
repeatedly at an extrenely
hi gh rate, which can | ead
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to severe congestion and
wast e of systemresources.
For exanple, a single NOF
on an idle ring can create
a frame arrival rate of
2,700 franmes per second
(for maxi num size framne)
to about 290, 000 franes
per second (for mninmum
size frane). In the best
case, the NOFs are renpved
when they arrive at a MAC
that is transmitting (i.e.
hol di ng the token).

Digital devel oped an
algorithmcalled the ring
purgi ng algorithmto renove
NOFs. The ring purging

al gorithm ensures that
NOFs do not traverse the
ring nore than twi ce. The
i mpl ementation of ring
purgi ng consists of two
rel ated, but different,
algorithms. The first one
is the purger election
algorithm which is a

di stributed el ection
algorithmto select a
designated MAC to be the
purger for the ring. The
second algorithmis the
purgi ng algorithm which is
executed by the designated
MAC to clean the ring

of NOFs. We describe the
purging algorithmin this
secti on.

The purging algorithm

adopted for Digital's
FDDI data |ink purges the
ring transparently each
time a token is received
by the purger. Wen the

purge cycle. Once the purge
cycle has started, the
purger unconditionally
renoves all franes or
fragments received. The
purge cycle is term nated
when the purger receives
one of its error-free void
frames, a token, or a ring
initialization frane. In
order to increase the
probability of correctly
term nating the purge
cycle, the purger transnmts
two void frames; but it
term nates its purge cycle
based on receiving only one
error-free void.

Figure 3 shows the
operations of the ring
purger in renoving an
NOF, during an idle ring
and during a busy ring.
Each tinme station S3 (the
purger) receives the token,
it my transmt its franes,
foll owed by two void franes
and then the token. It
purges the ring until it
recei ves one of its error-
free void frames. As shown
in the exanmpl e, the NOF
was purged by station S3
on its second traversa
around the ring. Al so,

t he exanpl e shows t hat

the purging of the ring is
transparent (i.e., there is
no disruption to the ring).



purger receives a token,

it begins a purge cycle by
transmtting two specia
frames, called void franes
If the purger has franes
to transmt, it conpletes
the transm ssion of its
frames before starting the

6 Digital Technical Journa
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The inpact of ring purging

on ring performance is
negli gi bl e, because the
ring purger only initiates
the purge cycle when it

has the right to use a
token. In the worst case,
the ring purger's effect

on usabl e bandwidth is

| ess than 0.22 percent. For
i mpl ement ati ons conpl i ant
to the ANSI FDDI MAC
standard, these void franes
have no effect since the
standard prohi bits copying
void franes.

The ring purging al gorithm
removes NOFs, including

I ong fragnents, without

di srupting the operation

of the ring, and it

renoves NOFs within two
traversals of the frane.

In addition, it has an

i mportant property that
permts nore than one
purger to operate in the
same ring at any tinme. This
property allows the purger
el ection algorithmto be
nore optimstic (i.e., when
i n doubt during election,
one can start purging)
during the transition

peri od when the distributed
el ection algorithmis
stabilizing. The purger

el ection algorithmis

i mpl emented in the Conmon
Node Software (CNS), and
the purging algorithmis

i mpl emented in the MAC
chi p.

FDDI Data Link

FDDI Data Link Chips

The FDDI MAC subl ayer
functions are inplenmented
by the three FDDI data
link chips: the ring nenory
controller (RMC), nedia
access control (MAC), and
content addressabl e nmenory
(CAM. The RMC interfaces
bet ween the frame buffer
menory on the system side
and the MAC chip on the
network side. It consists
of a direct nmenory access
(DMA) engi ne designed to
supply the MAC chip with
frames to send and to store
frames received fromthe
MAC chi p. The interface on
the system side provides
gathered reads on transmt
and scattered wites on
receive. Although the RMC s
interface to the MAC chip
was custom desi gned for
FDDI operation, the RMC
can, in principle, be used
for other data |inks that
run at 100 negabits per
second or |ess. The MAC
and CAM chi ps i npl enent
the FDDI MAC protoco
functions. The functions
i mpl emented by the MAC
chip include the token
access protocols, frane
del i neation, frane parsing,
address recognition, frane
check sequence generation
and verification,
frame insertion, frame
repetition, frane renoval
t oken generation, and
error detection and



recovery algorithns (e.g.

t he beacon and cl aim

al gorithms). The CAM chip
provi des the destination
address filtering, which
deternmines if a received
frame is to be received or
di scarded, and the setting
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of the A-indicator, which
is part of the frame status
field.

RMC Chi p

The RMC chip is a high-
per f or mance coprocessor

i ntended for full-duplex
data transfer between the
buffer nmenory and the MAC
chip. It uses a pair of
circular buffer queues for
transmit and receive to
manage DMA data transfers
to and fromthe buffer
menory. Two i ndependent
on-chip, first in, first

out (FIFO buffers, for
receive and transmit, are
provi ded to decouple the
buffer nmenory fromthe

real -time nature of the MAC
interface. A fragnent and
frame filter is provided to
reduce unnecessary nmenory
accesses caused by the
reception of fragnents

or frames not addressed

to this station. As shown
in Figure 4, the RMC chip
has three interfaces: the
processor interface, the
MAC chip interface, and the
buffer nmenory interface.
The processor interface
allows the initialization,
control, and observation

of the RMC. The MAC chip

i nterface consists of high-
speed transmit and receive
data paths for transfer

of data and contro

i nformati on between the
MAC chip and the RMC s FI FO

buffers. The buffer nmenory

interface provides a burst
node DVA for read/wite
fromto the buffer menory
on a single bus arbitration
cycle, where the burst

size can be up to four or

ei ght |l ongwords. The RMC
can provide a maxi num dat a
transfer rate of about 44
negabyt es per second.

The RMC is inplenented
using a 1.5-m cron-drawn,
two-netal -l ayer custom
conpl ementary netal oxide
sem conduct or ( CMOS)
technol ogy. It uses roughly
87,000 transistors, a |large
nunber of which are used
for the two FI FO buffers,
where the receive FIFO
buffer is 256 bytes and
the transmit FIFO buffer
is 128 bytes. The RMC uses
102 signal pins and is
available in a 132-pin
cerquad package. It is
also a fully synchronous
design [sonme self-tined
logic is used in the FIFO
random access nmenory (RAM
devi ces] using a 12.5-
megahertz (MHz) prinmary
cl ock and 25-MHz cl ock
for sanpling incom ng
signals. The FI FO RAM was
i mpl emented using a ful
cust om net hodol ogy, and the
remai nder was i npl enent ed
usi ng an automated standard
cel | nethodol ogy.



8 Digita

The RMC interfaces to
buffer nenory using a data
and address mul tipl exed
bus, which is a 32-bit-w de
bus plus the four parity
signals and additiona
control signals. A bus
transaction consists of
an address cycle driven
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by the RMC fol | owed by

a burst of data cycles,
either driven by the RMC
on receive or driven by the
buffer nmenory on transmt.
One of the unique features
of this chipis that it is
able to use a 32-bit-w de
buffer nenory conposed of
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| ow- cost [100-nanosecond
(ns) access tinme] dynam c
random access nenory ( DRAM
chi ps, whereas many of
the other FDDI nenory
control l ers avail able on
the market require a 64-bit
buffer nmenory or require
very fast DRAM or static
random access nmenory ( SRAM
chi ps. To achi eve these
reduced nmenory and chip
requi renents, the RMC s
buffer nenory accesses
were done in bursts of
bet ween one and ei ght
| ongwords. Then, by making
use of the DRAM s fast page
node, in which subsequent,
sequential reads/wites are
faster than the first one,
t he needed buffer nenory
bandwi dth is attainable.
The RMC directly accesses
a transnmt ring and
a receive ring, each
consisting of a circular
queue of descriptors. Each
descriptor supplies the
buffer nenory address of
atransmt buffer or a
receive buffer. An OMN bit
mechani smis used in each
descriptor to determ ne
if the descriptor and its
buffer is owned by the

RMC or not. It supports
gathered read and scattered
wite in which franes to

be received or transmtted
can use one or multiple
buffers (and hence nultiple
descriptors), but a

speci fic buffer/descriptor

FDDI Data Link

one for the frame, then
the RMC wites the receive
status and the frane byte
count into the descriptor.
Transnmt buffers are al so
512 bytes long and the RMC
reads the size (in bytes)
fromthe first descriptor
for the frane.

MAC Chi p

The MAC chip inplenents
the FDDI MAC protocols, and
it interfaces between the
RMC or equival ent chip
and the FDDI physica
| ayer chip.[13] As shown
in Figure 5, the MAC
has four interfaces: the
processor interface, the
RMC i nterface, the physical
| ayer chip interface,
and the CAMinterface.

The processor interface
allows the initialization,
control, and observation of
the MAC. The RMC interface
is custom desi gned for FDD
operation and allows the
MAC to interface to either
the RMC or to equival ent
chi ps inplenmenting the RMC
i nterface. The physica

| ayer chip interface all ows
the MAC to receive and
transnmt on the FDDI ring.

The MAC chip is inplenmented
using a 1.5-m cron-drawn,
channel | ess, two-netal -
| ayer CMOS gate-array
t echnol ogy and uses roughly
49,000 transistors (12,000
used gates). The MAC chip
uses 86 signal pins and



can only be used by one
frame. Each receive buffer
is required to be 512 bytes
long. The RMC rewites each
descriptor in the receive
ring to indicate the nunber
of bytes actually used; and
if the buffer is the | ast

Digital Technica

is available in either a
120-pin pin grid array
(P&A) package or a 120-

pin plastic quad flat pack
(PQFP) package. This fully
synchronous design uses
primarily a single 12.5-Miz
clock (80-ns cycle tine);
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this operation is applied
to the mcroprocessor bus
as well. An additiona
doubl e- speed cl ock is used
in sonme of the periphera
interface logic to sanple

i ncom ng signals and
prevent hold tine problens
associ ated with cl ock skew
bet ween di fferent chips.

The internal structure of
the MAC chip has a full-
dupl ex architecture. No
logic is shared between
the receive and transmt
portions of the chip. Hence
this chip can receive and
transmt simultaneously for
an indefinite period. This
capability conplies with
the ANSI FDDI MAC standard
that inplenentations be
able to receive, parse,
and validate certain franes
(e.g., claimfranes and
beacon franmes) even while
transmtting. Two separate
frame check sequence (FCS)
checker/ generators are
required for transmt and
recei ve functions. The MAC
chip cal cul ates the FCS
which is specified as a
specific 32-bit cyclic
redundancy check, eight
bits at a time. A one-bit
i mpl ementation is much
smal l er, but requires
a 100- MHz cl ock. Even
with such a clock, it
is not easy to inplenment
one bit at that speed. A
byt e-wi de i npl enentati on
requires considerably nore
exclusive OR (XOR) gates,

but exploits nore of the

i nherent parallelismof the
al gorithm and hence can be
i mpl ement ed usi ng sl ower

cl ock speed.

One of the inportant
features provided by the

MAC chip is the support

of a 3-byte packet request
header for transnission.
The use of the packet
request header construct
all ows sinple, pipelined
processing of the transmt
descriptor along with the
transnmt data at high
speed. This construct

all ows a software device
driver to build a transmt
descriptor to precede and
identify the frame, which
is then passed through
the system bus and DMA
data novers for delivery
to the MAC chip. Every
frame transmitted by

the MAC chip nust first
contain the packet request
header, which is used as
the transmit descriptor and
is not transmitted as part
of the frame. The packet
request header is used to
i nstruct the MAC chip on
how and when to transmit
the frame. For exanple,

it instructs the MAC chip
on whether to append the
FCS to the frame or not,
or on the type of token to
use when transmtting the
frame.



CAM Chi p nmul ti cast addresses used by

The CAM chip provides a 64- upper | ayer protocols and
entry content addressable the data |ink managenent
menory where each entry protocols. The CAMis used
is a 48-bit address. to parse the destination
Typically, the entries address field of each frane
in the CAM consi st of recei ved to deci de whet her
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FDDI

t he destinati on address
recei ved mat ches one of
the entries in the CAM
The result of the address
mat ch is then provided in
real tine as input to the
MAC chi p, which decides
whet her to receive or

to discard the frame. In
the worst case, the MAC
protocol requires that

t he destinati on-address-
mat ch deci si on be conpl et ed
in less than 10 bytes

of tinme (i.e., 800 ns),
starting fromthe end of
t he destinati on address
field.

The CAM chip is inplenmented
using a 1.5-m cron-drawn,
two-netal -1 ayer custom CMOS
t echnol ogy and uses roughly
44,000 transistors-34, 000
of which are used for the
core array of 64 words of
48 bits (plus a valid bit).
The CAM chi p uses 37 signa
pins and is available in a
44-pin cerquad package. It
also is a fully synchronous
desi gn using the sanme 12.5-
MHz primary clock (plus the
25-MHz clock for sanmpling
i ncom ng signals).

Dat a Li nk
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As shown in Figure 6,

the CAM consists of three
interfaces: the processor
interface, the MAC chip
interface, and the physica
| ayer chip interface.

The physical |ayer chip

i nterface consists of an 8-
bit bus which transfers
data bytes fromthe

physi cal |ayer chip to

the MAC chip. Every 80 ns,
one byte is |loaded into

the appropriate position

in the 6-byte internal
conpare register. Once

the last byte of a 48-bit
address has been cl ocked
into the CAM chip's conpare
regi ster, a match/ no match
i ndication is given to the
MAC chip within 120 ns by
the MAC chip interface.

The other interface to
the CAMis the processor
interface, which is used
by the processor to | oad
and change the CAM entri es.
The processor does not
directly read or wite the
CAM array, but instead
reads and wites (16
bits at atinme) to three
16-bit data registers
and one 16-bit command
regi ster. By clearing
the appropriate bit in
the command register,
the processor requests a
read, wite, or conpare
fromthe CAM array. The
arbiter ensures that the
CAM array is idle (i.e.,
not used by the conpare

one transfer or conpare

at a tine. The arbitration
mechani sm guar ant ees t hat
the conpare regi ster access
is never del ayed, since the
MAC chip requires the match
i ndication to be valid
during a specific clock
cycle. The CAMis al so
designed to allow entries
to be added and renoved at
any tinme (even while the
FDDI ring is running).

FDDI Si nul ati on and
Verification

Digital's FDDI technol ogy
devel opnent nethod was a
t op- down approach, starting
wi th high-level system
nodel s of FDDI behavi or
and progressing to nore
det ai | ed behavi oral and

structural nodels as
confidence in functionality
i ncreased. Severa
si mul ati on nmodel s and
anal ytical nodels were
devel oped to study and
nodel the FDDI at the
architecture and system

| evel s. Using these nodel s,
studi es were done on the
error characteristics
and robust ness of FDDI,
stability of the ring
t opol ogy, perfornmance and
oper ational behaviors,
and correctness of the
protocol s. [ 1]

Every chip was partitioned
into | ogical subbl ocks
and a DECSIM (Digital's
simul ati on tools and



operation) before allow ng
the processor's request

to complete. In order to
ensure atomcity for read,
write, and conpare, this
arbitration is required
because the actual CAM
array can only perform

12 Digital Technical Journal Vol.

| anguage) bl ock-behavi ora
nodel was devel oped for
each subbl ock. The externa
interfaces and interna
structure of the nodel
accurately represented sone
unit or subunit of a chip

No. 2 Spring 1991
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VWhen the nodel interfaced
to some nonexi stent node
(e.g., unwritten behaviora
nodel or external interface
to another chip), a
transactor was provided.
The transactors provided
accurate nodel s of
interfaces (tinng,
control, and data

signal s), but |acked

the internal detail of a
behavi oral nodel. The use
of the transactors was
particul arly inportant
when nodeling the buffer
menory interface, since the
design of the interface is
i mpl enent ati on dependent
(designed according to
product needs by the

devel opnent group using
the FDDI chip set).

Each bl ock- behavi or al
nodel was tested in

i solation; then all were
conmbi ned to produce a
behavi oral nodel of the
target chip. Wien the chip
nodel was successful ly
tested, each behaviora
subbl ock was repl aced by
a correspondi ng structural
nodel representing gate
/transistor |ogic.
The new chi p nodel was
then retested unti
the structural nodel
behaved identically to its
behavi oral counterpart.
As the nodel of each
chip was conpl eted, the
transactors driving its
external interfaces were

FDDI Data Link

bet ween chi ps and was
repeated until all chips
in the chip set had been
tested together as a
system

After chip layout was
conpl eted, the structural
nodel s were enhanced to
refl ect the nore accurate
timng data. The test
vectors were again applied
usi ng a checker nodel,

whi ch consi sted of one

bl ock- behavi oral nodel and
one structural nodel of
the sane chip. The test
vectors were applied to
each nodel sinultaneously,
and external and interna
signal s of both nodels were
conpared for consistency.
Any di screpancy between
the nonitored signals was

t hor oughly i nvestigated and
corrected as necessary.
For test and debug, we
pl anned to develop a
dedi cated hardware tester
to test the physical FDD
chips. Unfortunately bugs
found by using such a
tester occur too late
in the process-the chips
are already built. In
order to nmeet our tine-
t o- mar ket goal, we needed
to maxim ze activity in
the sinulation environnent.
Rat her than waiting for
t he hardware, we deci ded
to devel op and apply as
many of the tester-based
tests as possible in the
simul ati on environnent.
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replaced with the node

for the next adjacent chip.
The resulting conbination
was then tested together
usi ng the renmini ng
transactors and test
vectors. This process
tested interoperability

Digital Technica

Si mul ati on Test Bed

The version of DECSI M

we were using provided

a C language interface
capability. By witing the
tests in C |anguage and
maki ng use of a common but

Journal Vol. 3 No. 2 Spring 1991
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smal | environment-specific
interface library, it was
possible to simulate the
syst em behavi or using the
chip nodels. By rewiting
the interface library,
the sane tests were run
unchanged on the tester and
were used in regression
testing of the chips
during the fabrication
process. The tests,
interface library, and
chi p nodel s became known
as the sinmulation test
bed. This was the first
attenpt to use this DECSI M
capability as a cornerstone
of a devel oprment strategy.
All the chip nodels were
conbi ned to construct an
entity resenbling a single
attachnment station (SAS)

whi ch was then tested

as a full system that

is, a single operationa
FDDI node (in | oopback).
Ext ensi ve use of nmixed
node sinmul ation (m xing
transactors and behavi oral
and structural nodels)

ai ded test bed performance

because the | evel of nodel
detail could be varied,
dependi ng upon the area
bei ng tested. Tinme was
saved by substituting

hi gher | evel nodels in
areas peripheral to those
under test.

The sinmul ation cluster was
a cluster of four VAX 8840
systenms, each system having

(196, 560 VAX 11-780 CPU
hours equival ent).

o For the single-node test
bed, there were 827 MAC
and 384 RMC tests. Using
the 8840 cluster, the
test suites required
336 (2,184 VAX 11-780
CPU hours) and 192 hours
(1,248 VAX 11-780 CPU
hours), respectively,
for conpletion.

The individual tests varied
in conplexity fromthose
requiring a few CPU m nutes
to those requiring days to
run. For exanple, one MAC
test which | oops back ten
512-byte packets within
t he singl e-node test bed
requi red 36 CPU hours to
conpl ete.

The inportance of the test
bed cannot be overstressed,
as it is the ngjor
i nnovation in Digital's
devel opnent et hodol ogy.
Sonme CNS firnware was
al so developed in this
envi ronnent. The benefits
provi ded incl ude:

o The tests assisted
the chip designers
to di scover bugs in
the chip designs at
the correct stage of
devel opnent-in design
rather than after
silicon.

o It was far easier to
debug the tests in the
sinmul ati on environment



four processors. Sone idea
of the extent of the effort
expended can be conveyed by
the following statistics:

o The total nunber of
CPU hours used for the
design and verification
effort was 30, 240

14 Digital Technical Journal Vol.

rather than on the
physi cal hardware
During sinulation

we coul d observe and

control chip behavior.
Test results were easy
to determine with
cl ear pass or fai

2 Spring 1991
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i ndi cations, and no
human i nterpretation of
| arge strings of 1's and
0's was required.

o Since all test code
was devel oped in C,
no specialized test
| anguage was required,
and standard support
tools were readily
avail abl e. Libraries
of reusabl e (debugged)
test-support functions
were avail abl e,
provi di ng such functions
as create franme, conpare
frame, wite contro
/status register, and
read control/status
regi ster.

o Easy transition back
and forth between the
physi cal and sinul ation
envi ronnent s was
i mportant. Any bugs
found in the physica
environnent had to
be reproduced in the
simul ati on envi r onnment
in order to test bug
fixes.

FDDI Tester

In parallel with chip
desi gn, anot her devel opnment
group was assigned to test
the chip set in a prototype
FDDI system Their approach
was to design an FDD
tester that used the
FDDI chip set. W also
wanted to make this tester

configurable as various

FDDI Data Link

The main val ue of the
tester was its capability
to performlong-term
st eady-state testing,
using billions of franes.
It was also required to
test conpl ex topol ogies
using multiple testers (as
FDDI stations) in large
rings. These activities
are prohibited in the
simul ati on envi ronnment
because of the excessive
anount of conpute tine
requi red. The tester
had to be capabl e of
driving the data at
full FDDI bandw dt h,

i ntroduci ng controlled
error conditions on the
fiber, and accurately
nmonitoring activity on
the ring at full FDD
bandwi dt h. The tester
itself was constructed so
that it could be controlled
via an external Ethernet
link and nultiple testers
coul d be synchroni zed via
external clock and contro
l'ines.

Testing the First Chips

The first pass of chips
tested free of mmjor
defects. Mst tests
applied in the test bed
passed the first tineg;
the few exceptions were
due to unrealistic timng
expectations of the tester
envi ronnent .

The next stage of testing



FDDI entities, e.g., an
SAS, a wiring concentrator,
or an Ethernet-to-FDD

bri dge, so that we could
use the FDDI tester to
build an FDDI ring to

i nvestigate the behavi or

of the ring.

Digital Technica

i nvol ved conbi ni ng
testers into nultinode
FDDI configurations and
exchangi ng data at ful
speed over extended

peri ods. This stage

was al so successful

no additional bugs were
di scovered, and the data

Journal Vol. 3 No. 2 Spring 1991
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link performance and ring
stability exceeded the
expectations. The steady-
state testing was then
augnent ed by introducing
pat hol ogi cal conditions
into the ring such as
stations with duplicate
addresses and noi se on

the fiber. The prom scuous
capture nodes and frane
/event time stanping proved
i nval uabl e in analyzi ng
subsequent behavior in
these cases as the effects
were often conplex. Station
managenent i npl ementation
was highly stressed and
performed w thout error.

Finally, the sane testers
were configured as bridges,
and prototype Ethernet-to-
FDDI bridging firmvare was
i ntroduced. At this stage
several mnor deficiencies
with the control algorithns
required for bridging
were detected. These
defici encies were due
mai nly to insufficient
anal ysis of FDDI bridging
requi renents by the test
team therefore, the test
cases were correspondi ngly
i nadequate. All problens
were repeatable on the
simul ati on test bed,
and bug fixes with new
tests were devel oped.

No deficiency was severe
enough to prevent testing
the prototype FDDI bridges
and the devel opment of nore
efficient algorithns for
the FDDI bridge products.

Concl usi on

The devel opnent of the
FDDI data |ink and the

chip set represents a

maj or acconpli shment and
techni cal breakthrough in

t he hi gh-speed LAN area.
Significant contributions
were nmade by Digita

in the area of FDDI MAC

al gorithms and protocols to
i mprove the performance and
robust ness of the FDDI LAN.
The FDDI data |ink chips
described in this paper

are used in all menbers

of Digital's FDDI product
line, including bridges,
W ring concentrators,

and adapters. These
products have benefited
tremendously fromthe
verification and test

nmet hod adopted. Digita

has built on its know edge
and experience in systens,
net wor ks, conput er-ai ded
desi gn/ si nul ati on, and

sem conductors to provide
FDDI desi gn, devel oprent,
and net hodol ogy. Again,
Digital has shown industry
| eadershi p by producing the
FDDI chip set and products.
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