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Abstract

To address an aggressive

fiber distributed data
interface (FDDI) program
schedul e and reduce

the conplexity of the
concurrent devel opnent of
mul ti pl e FDDI products,
Digital devel oped a
comon i npl ement ati on

of the FDDI station
managenent standard. This
i mpl emrent ation, called

t he Conmmon Node Software,
manages the physical and
| ogi cal connections to

t he 100- negabit - per-
second fiber-optic ring
for Digital's FDDl product
set. Including the Common
Node Software in each
product yields consistent
behavi or at the FDDI

data |ink and physica

| ayers. Direct reuse of

t he software reduces the
devel opnent and testing
efforts by providing a
proven inpl enmentation.

I ntroducti on

The fiber distributed data
interface (FDDI) data

link provides clients
with a connectionl ess

and David S. Sawyer

to transfer information
across the network.

The Common Node Sof tware
(CNS) inplenments the part
of the FDDI station that
controls and nonitors
connections within the FDD
network. To provide this
service, CNS inplenents
the protocols defined
by the FDDI station
managenent (SMI) standard
plus Digital's val ue-
added enhancements and,
in additi on, nanages
the services provided by
the FDDI chip set. These
services include the ring
menory controller (RMC)
medi a access control (MAC),
and elasticity buffer and
i nk managenent (ELM
chips.[1,2,3] CNS does
not provide Internationa
St andards Organi zati on
(1SO) 8802-2 logical link
control (LLC) support,
whi ch defines how data is
reliably exchanged between
two commruni cating systens.
Al t hough not provi ded
by CNS, LLC support is
i ncluded in each nmemnber
of Digital's FDDI product
set. Figure 1 illustrates



data transm ssion and
reception service. An
essential el ement of

this service is reliable
connection to the physica
network, allowing clients
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the functiona

requi renents

fulfilled by the Comron

Node Sof t war e.
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In this paper, we begin
with a discussion of events
| eading to the devel opnent
of CNS. Next, we present
a detailed functiona
description of the FDD
stati on managenent and
chi p managenent services
and specifics of the core
and external libraries
of the common code. W
t hen descri be the CNS
devel opnent effort. A
summary of the testing
process follows, including
details of the design
verification test (DVT)
nmoni t or, devel oped by the
team and interoperability
testing anmong FDDI vendors.
Finally, the benefits of
common code realized by the
project team are di scussed.

Background of the CNS
Devel opnent Effort

When devel opnent efforts
for the DECbridge 500

and DECconcentrat or

500 firmvare began, the
Ameri can National Standards
Institute (ANSI) FDDI MAC,
physi cal |ayer (PHY), and
physi cal nedi um dependent

| ayer (PMD) standards were
conplete, but the station
managemnment specification
was not. The SMI draft was
frequently changi ng; new
protocol s were defined and
nodi fications to existing
protocol s were nade with
each neeting of the X3T9.5
SMI' wor ki ng group, which is
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These changes conplicated
t he concurrent devel opnent
schedul es of the DECbridge
500 and DECconcentrator 500
data link software. If two
i ndependent firmnvare teans
desi gned their own FDD
data |ink software, both
teanms woul d need to follow
t he devel opnent of the
SMI draft. These efforts
could result in different
interpretations of the SMI
protocols, of how Digital's
FDDI chip set works, and
of the functions data |ink
sof tware shoul d and shoul d
not perform Producing
mul tipl e, independent SMI
i mpl enentations could | ead
to incompati bl e products
t hat exhibit inconsistent
behavi or and are unable to
communi cat e.

During the evolution of the
SMI draft, the physica
connecti on managenent
(PCM protocol pseudocode
defined by the draft
changed often; some changes
caused previ ous versions
to be inconpatible.

PCM i s responsible

for the managenent of
full -dupl ex physica
connecti ons between two
FDDI PHY entities. The
PCM pseudocode defines
a synchronized bit-

si gnal i ng contuni cati on
process between two



responsi bl e for devel opi ng
t he standard.

2 Digital Technical Journal Vol. 3 No. 2 Spring 1991



Sof t war e

connecting nodes to
exchange connection
information. If two nodes
attenpting to connect

to one anot her execute

i nconpati bl e versions of

t he PCM pseudocode, these
nodes wi Il not connect.
To avoid this scenario,
and possibly others,

a deci sion was nade to
produce a common, reusable
i mpl ementation of the SMI
protocol s and FDDI chip
managenment. The initia

goal of the CNS project
team was to constrain the
dormai n of possible SMI-

rel ated probl enms which
coul d appear during the
devel opnent of the FDD
product set.

Anot her inportant goa

of the CNS project was
conpliance with both

the SMI standard and

the Digital Network
Architecture (DNA) FDD
data |ink functiona

speci fication. Conpliance
with the SMI standard coul d
i ncrease the probability
that Digital's FDD

products woul d interoperate

wi th those of other
vendors. Conpliance with
the DNA architecture would
guarantee interoperability
anong Digital's current and
future products.

The CNS team wor ked
closely with Digital's
representatives in the ANSI
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began. The end result is

a set of reusable software
libraries which provide

the functions necessary to
i mpl ement the SMI protocols
and to nanage the FDDI chip
set on each FDDI product.
This reusabl e code, called
t he Conmmon Node Software,
is shared by the DECbridge
500 and DECconcentr at or

500 products and al so by
nore recently introduced
FDDI products, such as the
DECcontrol | er 700 adapter

As the CNS design

mat ur ed, the advant ages

and benefits of a conmon
code i npl enent ati on becane
nore apparent to the FDD
programteam Oiginally,

t he design constrained

CNS to operate under the
same operating system used
in the DECconcentrator

500 and DECbri dge 500
products. CNS was extended
to support microprocessor
and operating system

i ndependence to accommopdat e
future FDDI products,

thus facilitating the
portability of CNS to other
envi ronnents.

Thi s extended CNS
support allows a variety
of inplenmentations,

i ncl udi ng host - based
network controllers

and firmnare-resident
drivers. Consequently,
Digital is benefiting by
distributing the software



X3T9.5 FDDI SMI' wor ki ng
group to devel op the
functional requirenents

of the software. As the
SMTI speci fication evol ved,

the functional requirenents
were conpl eted and the
devel opnent of the software

Digital Technica

externally through third-
party licenses to pronote
rapi d i ntroduction of

qual ity FDDI products to

t he expandi ng mar ket pl ace.
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Functi onal Description

This section presents
details of the station
managenment standard
servi ces and the managenent
of services provided by the
FDDI chip set. A functiona
bl ock di agram of the Conmon
Node Software is shown in
Fi gure 2.
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St ati on Managenent

The station nmanagenent
standard defines the

servi ces used by every
station in an FDDI ring
to monitor and contro
both the station itself
and the state of the ring.
The functionality defined
by the standard incl udes
connecti on managenent
(CMI), ring managenent
(RMI), and SMT frame-based
servi ces.

Connecti on Management CMI
is primarily responsible
for the mai ntenance of
physi cal connections
to the FDDI ring. This
involves initializing and
establ i shing connections
bet ween physical | ayer
port (PHY port) entities
and configuring the
internal data path of a
station. CMI is divided
into the foll owi ng
three areas: entity
coordi nati on managenent,
whi ch coordinates the trace
process and nmanages the
optional optical bypass
function; configuration
managenent, whi ch manages
the configuration of the
PHY and MAC entities
within a station; and
PCM whi ch manages t he
physi cal connection between
a station's PHY and the PHY
of the adjacent station.
Table 1 lists the functions



and divisions of CMI and
summari zes the val ue added
by Digital
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Table 1

Connecti on Managenment Functionality

ANS|I SMI Val ue

Name_ St andard__Added__Descri ption

Connecti onYes Manages physi cal connections and
Manage- station configuration. Contains entity
ment coordi nati on managenment, configuration

management, physical connection
managenent, and link error nonitor.

Yes Enhances topol ogy managenent.
Entity Yes Coordi nates the trace process and
Coor di - manages the optional optical bypass
nation function.
Manage-
ment

Yes Enhances trace function to

be insensitive to network
reconfigurations.

Conf i gur at Yes Manages the configuration of the PHY
Manage- and MAC entities within the station
nment

Yes Function is integrated w thin hardware.
Physi cal Yes Manages the physical connection between
Con- connected PHY entities.
nection
Manage-
nment

Yes PCMis inplenmented in hardware
Li nk Yes Monitors active physical connection
Error qual ity.
Moni t or

Yes Additional errors are recogni zed above



those_requi red_by_the_standard.

formed, the |ink confidence

CMI provides a link test invoked by PCMis
confidence test and a |link performed to determ ne
error nmonitor to check the if the quality of the
quality of the physical connection is adequate
link. When a connection is for proper ring operation

If the test fails, the
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connection is not all owed
to form

The link error nonitor
checks the quality of

the connection after it
forms by conputing and
nmonitoring the link error
rate to determne if this
rate is acceptable. |f
the rate falls outside

t he acceptabl e range,

t he connection will be
term nated. A val ue-added
feature of the link error
nonitor is error detection
exceedi ng that required by
the SMI standard. [ 3]

CMrI is al so responsible
for topology control on
new connections. Topol ogy
control, inplenented by
CNS as part of the PCM
pseudocode processing,
enforces a set of
connection rul es defined
to prevent the fornation
of illegal ring topol ogies.
The topology rules utilized
by CNS are nore strict than
the default rules suggested
by the SMI standard.
Connections that are
clearly msconfigurations
are not allowed to form

CMI al so provi des support
for the trace function,
which is a recovery
mechani sm for the | oss
of logical continuity
of the ring. The trace
function is initiated by
the station downstream
fromthe | ogical break

An Overvi ew of the Commpn Node

causi ng the break should
fail its test and not
rejoin the ring. Another

val ue- added function in CNS
is the enhancement of the
trace algorithns to ensure
proper termnation of a
trace even in the presence
of simultaneous network
reconfiguration.

Connecti on managenent
is inplemented in both
hardware and software. CNS
provi des the CMI services
t hat must be inpl enent ed
in software but are not
performed by the ELM chip
For exanple, the PCM state
machi ne, inplenmented in
the ELM chip, specifies
the timng, state, and
physi cal bit-signaling used
in the connection process.
The PCM pseudocode, on the
ot her hand, is inplenmented
in CNS. This pseudocode
is used to conmunicate
connection information
bet ween nei ghbori ng
PHY ports. Coordinating
the PCM state nachi ne
and pseudocode provides
full PCM functionality
as defined in the SMr
st andar d.

Anot her exanpl e of CMI
services provided by CNS is
the I'ink error nonitor
The ELM chi p provides
facilities to detect and
signal the occurrence of
bit errors on the |ink.
CNS conputes the link error
rate based upon the data



and i s propagated upstream
toward the break. Stations
that receive the trace
notification | eave the ring
and perform a diagnhostic
fault test in an attenpt

to locate a faulty MAC

or data path. The station

Digital Technica

fromthe ELM and determ nes
whet her to sustain or to
break margi nal connections.

Journal Vol. 3 No. 2 Spring 1991



Ri ng Managenent RM,
al so inplenmented in
CNS, monitors the state
of the logical |ink by
using logical link status
i nformati on received from
the MAC subl ayer. The
information is then passed
on to network nmanagenent,
such as Digital's extended
LAN managenent software
(DECel n8), or to the LLC
subl ayer, for exanple, to
report that the link is
avai l abl e for transm ssion
servi ce.

This MAC information is
al so used by RMI to detect
and to resolve faults such
as duplicate addresses and
stuck beacon conditions.

A stuck beacon condition
occurs on the ring when a
station's MAC conti nuously
transmts MAC beacon franes
due to a fault condition
on its data path. The

| ogi cal ring does not

form because the MAC i s
not able to receive its
own beacons. Detecting the
stuck beacon condition,
RMI sends special MAC
frames, called directed
beacons, onto the ring

to notify other stations
of the condition. After
sendi ng these directed
beacons for approxi nately
370 mlliseconds, RM tells
CMI to initiate the trace
function. Wen the trace
function successfully
conpl etes, the data path
fault is detected and the
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these stations with
dupl i cate addresses

strip each other's

frames fromthe ring,
causing ring instability
and i ncreased packet

loss. If the duplicate
stations are performng
ring initialization,
however, successful ring
initialization nmay be
prevented and the ring wll
not become operati onal

The RMI state machi ne can
detect only the duplicate
condition of its own

MAC address. Wen this
condition is detected, RMI
has the option of renoving
the MAC fromthe ring,
changing its address to a
uni que address, or forcing
its MACto |ose the claim
process and allow the ring
to become operational. Wth
the first option, a specia
control frame, called a jam
beacon, is sent directly

to the duplicate address

to informall stations with
the duplicate address of
the condition. LLC service
associ ated with the MAC

is disabled while the
duplicate condition is
present.

RMT dupl i cate address
detection is conpl ement ed
by the nei ghbor
notification protocol
This protocol allows a
station to learn both its
downst ream and upstream
nei ghbors' addresses. By
transmitting a periodic



8 Digita

logical ring is fornmed.
If two or nore stations
have identical MAC
addresses, the MAC
protocol s are adversely
affected. If the ring

beconmes operati onal

Techni cal Journa

Vol .

3

No.

nei ghbor hood i nformati on

request frame (NIF) to
its downstream nei ghbor,
the protocol is able to
detect fromthe received
NI F responses that its
MAC address i s duplicated
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on the ring. LLC service
associated with the MAC
is disabled until the
condition is renoved.

Stati on Managenent Frane-
based Services

St ati on managenent
frame-based services

i ncl ude both nmandatory

and optional functionality.
The mandatory functionality
i ncludes the NIF, status

i nformati on franes,

echo franmes, request

deni ed frames, extended
service frames, status
reporting franes, and

the as yet undefined
resource allocation franes.
Par anet er managenent franes
are defined as optiona
functionality.

The set of SMI frame-
based services supports
hi gher-1 evel network
managenment functions
whi ch are not part of SMI.
The information provided
by the services hel ps
net wor k managenent to
deterni ne the topol ogy
and state of the ring and
to control the network.
The status report frane
servi ce announces status

informati on to network
managenent. The optiona
par anet er managenent

frame service facilitates
renot e managenent of

FDDI stations. The

status information frane
service provides station
configuration and operation
paraneters. The echo frane
servi ce provides station-
to-station, |oopback
testing using SMI franes.
Request denied franes

are sent by a station

in response to receiving

servi ce requests that

are not understood or are
not i npl enented. Extended
service franes allow the
use of vendor-defined
frames. This service

provi des the capability
for exercising new SMI
frame-based services.

These services are

al so useful for certain
functions enbedded within
Digital's stations.

These enbedded functions
utilize the SMI franme-based
services and are summari zed
in Table 2.

Embedded Functions Supported by SMI Frame-based Services

Nane ANS| SMI'  Val ue Description

St andard Added



duplicate Address Yes Periodic NI F requests inform nei ghbor

t est of station's existence, get neighbor's
address, and test for duplicate of this
station.
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Table 2 (Cont.)

Embedded Functions Supported by SMI Frane-based Services

Yes Sendi ng another NI F request to our own
address inproves coverage over ANSI
required test.

Ri ng No Yes Digital's ring purger rids the ring
Pur ger of no-owner frames and fragnments. Ring
El ec- purger election is controlled by a
tionb di stributed al gorithm

SMr No Yes Managenment may use any station as an
Gat eway agent to query other stations for SMI

i nf ormati on.
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Table 3

Tabl e 2 Enbedded Functions Supported

ew of the Commpn Node

by SMI' Frame-based Services

ANSI SMI'  Val ue
Name_ St andard__Added__Descri ption
dupl i cate Address Yes Periodic N
t est of station'
address, an
station.
Yes Sendi ng ano
address inp
required te
Ri ng No Yes Digital's r
Pur ger of no-owner
El ec- purger el ec
tionb di stributed
SMr No Yes Managenent
Gat eway agent to qu

i nf ormati on

CNS nmakes use of the

ext ended frane service

by inmplenmenting the ring
purger el ection protocol,
whi ch supports the ring
purger function. The ring
purger is one of severa
functi ons defined by
Digital's FDDI architecture
that add value to the SMr
st andar d. [ 2]

The ring purger election
protocol is an algorithm
i mpl enented within CNS;
the purging function is
i mpl emented in the MAC

F requests inform nei ghbor
s exi stence, get neighbor's
d test for duplicate of this

ther NIF request to our
roves coverage over ANSI
st.

own

ing purger rids the ring
frames and fragments. Ring
tion is controlled by a

al gorithm

may use any station as an
ery other stations for SMI

participating in the
algorithmin order to
conmuni cate wi th each

ot her. The station that
either wins the claim
process or has the highest
address becones the ring
purger. Once elected, a
ring purger enables the
purging in the MAC chip and
sends out periodic "hello"
nmessages to the ring. If

t hese nessages are not
received after a period

of time, the election
process is repeated. O her
error control and recovery
procedures are built into



chip. This distributed
al gorithm el ects one
station on the FDDI ring
to be the ring purger.
Candi date ring purgers,
usi ng the SMI extended
frame service, send ring
purger election franes
to a nulticast address
known only to stations

Digital Technica

the algorithmto increase
robust ness.

Anot her val ue- added feature
of CNS is the SMI gat eway
protocol. This protocol
hel ps build ring naps
on networ k managenent
consoles. Aring map is
a dat abase that can be

Journal Vol. 3 No. 2 Spring 1991



used to build a graphica
representation of the
networ k topol ogy. The

map not only presents

a visual imge of the
network, but al so displays
characteristics about each
node on the ring such as
its type and nunber of
ports. The SMI gat eway

wi thin CNS uses status

i nformati on and nei ghbor

i nformati on request franes
to solicit information
about other stations on the
net wor k. Responses received
i ncl ude information about a
station's configuration,
its network address,

current counter val ues,

and FDDI tinmer val ues.

The gateway col |l ects

t hese responses and

returns them using the
managemnment protocol within
the product, to the host
managenent station buil ding
t he map.

By providing a well-defined
and protocol -i ndependent
interface to its clients,
the SMI gateway can be used
wi th any network nmanagenent
protocol. The first product
to utilize the SMI gat eway
i s DECel ns software.[4]

FDDI Chi p Managenent

CNS manages the services
provi ded by the FDD

chip set, including
the initialization of

all configurable chip
paraneters such as tiner
val ues and interrupt nmasks.
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Sof tware control of these
nodes is supplied by a
set of interface functions
within CNS. Many of the
SMTI-rel ated protocols,
such as CMI and the ring
purger algorithm are

i mpl enented in both the
FDDI chi ps and CNS. CNS
controls the operation of
these al gorithns through
its management of the chip
set.

CNS al so provi des

consi stent FDDI chip fault
managenment for all products
using CNS. Conpile tine

and systeminitialization
options allow the product
designers to specify, for
each fault, whether it
shoul d be considered fata
or nonfatal to the system
Al so, for each event, a
threshold is set indicating
t he maxi mum nunber of tines
the event is to occur over
a predefined period before

any action is taken. Wen
the threshold is reached
and a fault is classified
as fatal, CNS renobves
the station fromthe ring
and notifies the firmware
kernel. The kernel is then
responsi bl e for further
action, such as rebooting
the hardware or running a
di agnostic test. If a fault
i s considered nonfatal, CNS
notifies the kernel of the
event, but the station does
not exit fromthe ring.

In addition, the algorithm
can disable a recurring



Speci al chip nodes, such event for up to one

as various frame reception second. This provides
nodes supplied by the MAC, flow control of fault
nmul ti pl e | oopback nodes events and all ows ot her
in the ELM and parity processing to continue
detection in the RMC, are During |l ab testing of
al so controlled by CNS. t he DECconcentrator 500
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prototype, broadcast packet
storns caused receiver
overrun conditions in the
RMC menory controller

An interrupt event is
associated with the
overrun, so the event
occurred conti nuously,
using up all avail able
processor tinme. This
situation effectively

di sabl ed the product unti
the storm ended. The fl ow
control nethod was devised
to throttle events in

such a situation. Once

the occurrence rate of

the event slows down, the
throttling stops.

| mpl ement ati on Specifics

When the CNS devel opnent
began, sone inportant
guestions arose. Many of
t he questi ons were about
FDDI itself. Mst of the
gquestions dealt with issues
concerning the structure of
t he reusabl e software, for
exanpl e,

o What defines commpn
code?

The CNS project team

devel oped a codi ng standard
to facilitate a high

degree of portability.

The standard provides,

for exanple, a portable

set of type definitions

to ensure that a |ong
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o What functionality would
be common across al
product s?

0 How do we handl e conmon
functionality that
nmust be i npl enent ed
on different hardware
platforns with different
interfaces?

o What requirenents,
such as consi stent
interfaces, need to
be pl aced upon externa
hardwar e and software?

Common Code

CNS is code witten
entirely in the C | anguage,
whi ch can be executed

on different hardware

pl atfornms w thout nodifying

the source code. This
conmon code includes a
library of core functions,
whi ch are conmpletely
portabl e, and a set of
external functions to
provi de services that
cannot be inpl emented

in the sane way on al
products. The CNS core and
external library interfaces
with the remaining system
firmvare are shown in

Fi gure 3.

But i npl enent ati ons of
unions and bit-field
definitions among C
conpilers is inconsistent.
The | anguage al l ows the
assi gnnment of variable
nanes to individual or
strings of bits. Contro
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integer is always 32-bits
wi de and a short integer
is always 16-bits wi de.

Ot her type definitions
specify the size of contro
/status registers, which
may be either 16 or 32
bits, dependi ng upon the
pl at f orm

Digital Technica

/status register bit
mani pul ation is easy

to performusing the

conbi nati on of structure
and bit-field definitions.
But the ordering of bit
assi gnments can change
fromcompiler to conpiler
Wil e one conpil er assigns
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bit O to a bit-field

decl aration, another may
assign bit 31. Correctly
mappi ng bit definitions
in software to their
correspondi ng definitions
in a hardware register
cannot be guarant eed.
Thus, the use of unions
and bit-field definitions
was el im nated.

The Core Library

The software is partitioned
into two libraries
cont ai ni ng core and
external functions. The
core library consists of a
set of conpletely reusable
functions. No source code
changes are necessary to
execute this software on
di fferent products and
har dwar e pl at f or ns.

The core library provides
the maj or functions of
CNS, but relies on the
external library to provide
operating system and
har dwar e support. The
core provides a set of
interface functions that
manage the physical and
| ogi cal connections to the
FDDI data |ink.

The core inplenents nany
of the SMI protocols such
as any CMI not performed by
har dwar e, duplicate address
detection, the SMI frame
protocols, and Digital's
ring purger election
protocol. The core library
al so provides interrupt
processing functions for
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these interrupt processing
functions are facilities

to manage chip faults, such
as parity errors or overrun
conditions signaled by the
FDDI chi ps.

The External Library

The external library is
based on a wel | -defined
set of functions such

as allocating a transm t
buffer, starting a software
timer, or enabling the

FDDI data path scrub
function used to clear
frame fragnents fromthe
ring. This library provides
the direct interface to the
product's operating system
buf f er managenent services,
and hardware configuration.
Digital's inplenentation
of the external library

is further divided into
two sublibraries. The
first sublibrary consists
of functions specific,

but common, to Digital's
FDDI product set and

is conpletely portable

t hroughout the set.

The other sublibrary of
functions is specific to
each FDDI product and is
not portabl e anong them
These functions deal minly
wi th special hardware
access and configuration
managenment, such as
inserting the MAC onto the
physi cal data path internal
to the DECconcentrator 500
product. The interfaces

to these functions



the MAC and ELM chi ps.
The external library
provi des the interrupt
service routines (ISR
and these core functions
are called fromw thin
the ISR Built within

14 Digital Technical Journal Vol.

are the same for al
products, but different
har dwar e desi gns or the
limted functionality

in a product may require
di stinct inplenentations.
For exanple, the
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DECconcentrat or 500 device
has an internal data

path that interconnects
the MAC and PHY entities
wi thin the product. Logic
surroundi ng the MAC chip
can be used to insert and
renove the MAC fromthe
data path or to bypass the
MAC. The external library
for the DECconcentrat or
500 firmvare contains

two functions to insert
and bypass the MAC. In
contrast, the DECbridge 500
product's MAC i s al ways on
the data path and does

not need to bypass or
insert the MAC, therefore,
the firmnvare does not
contain bypass or insertion
functi ons.

To facilitate consistent
menory access, |owleve
packet nmenory functions
enforce network byte order
in SMI franmes. Network
byte order defines the
order in which bytes are
transmitted and received.
These functions perform 16-
and 32-bit read and wite
oper ations when buil di ng
and parsing franes.

Ot her product-specific
functions provide access

to desi ghated packet menory
| ocations for generating
speci al MAC-| evel contro
frames called directed
beacons, which are used by
ri ng managenent in specia
fault situations.

An Overvi ew of the Commpn Node

CNS. The Phy data structure
contains information about
a single PHY port. The Link
data structure reflects

the state of the |ogica
link associated with the
MAC, while the Station
data structure maintains

i nformati on about the
general state of CNS.

All information about the
state of CNS and SMI is
contained within these data
structures. Qther firmware
agents residing within the
products, such as extended
LAN managenent software
responders, need only to
ook in a central l|ocation
for managenent infornmation
pertaining to SMI. G oba
vari abl es defined by CNS

for its sole use are kept
to a mninum

The structures are |inked
to reflect the actual
configuration and data path
of the MAC and PHY entities
within the station.

This linking provides

easy support for various
configurations and for the
execution of configuration-
based protocols. For
exanpl e, in the DECbridge
500 product, the CNS data
structures consist of one
Station, one Link, and one
Phy connected to reflect
the single attachnment
station (SAS) architecture.
The DECconcentrator 500
firmvare has one Station,



15

Data Structures

Supporting both libraries
is a set of three data
structures, Phy, Link,

and Station, that store
state, configuration,

and counter attributes

i nformati on pertaining to

Digital Technica

one Link, and 12 Phy data
structures connected to
formthe configuration

of the station. A six-

port concentrator with

a managenent board is
represented by one Station,
one Link, and six Phy data
structures. An eight-port
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concentrator wthout a
managenent board does

not contain a MAC, and,
thus, is configured as one
Station and ei ght Phy data
structures.

The CNS Devel opnment Effort

The actual design and
devel opnent cycle for

CNS covered a six-nonth
period. During this tine
the SMI draft standard went
t hrough many revisions; the
concept of licensing the
CNS code was i ntroduced;
and Digital's FDDI chip

set underwent a second-pass
desi gn cycl e.

The licensing effort

requi red rethinking and
maki ng adj ustnents to

the partitioning and
structure of the design

to accommpdat e severa

| ayers of interfaces and
support functions in CNS.
These requirenments resulted
in an additional four to
six weeks of effort, but

yi el ded the benefits of a
code that could be used
outside Digital and a

nore generic design to
accommodat e future product
desi gns.

O all Digital's FDD
chi ps undergoi ng second-
pass design, the ELM chip
required the greatest
nunber of changes.

The mpjority of these
changes were due to the
maj or redefinition of

An Overvi ew of the Commpn Node Software

portion of the CNS code
was perforned on Digital's
| ogi ¢ simulation system
(DECSIM test bed. This
testing utilized one of the
same test beds constructed
by the ELM chi p designers
configured with two ELMs
connect ed together.[2]
This test bed utilized the
behavi oral chip nodels in
order to speed execution.
Addi tional routines
were witten to enul ate
resources nornmally provided
by the operating system
(e.g., tinmer services).
Roughl y one week was
spent in simulation, two
days of which focused on
devel opi ng and debuggi ng
the environnment. Testing
included the initialization
of a good connection as
wel | as connections that
resulted in topol ogy
rejects, |link confidence
test failure, and link
error nmonitor failure.

No bugs were found in
t he ELM desi gn, however
several coding bugs were

di scovered. Later, when the
first DECconcentrator 500
hardware was available in
the |l ab, and the operating
system services were
debugged and avail abl e, CNS
PHY code required only one-
hal f day to debug before
becom ng operati onal

Thus, prior sinulation

of the code was clearly
benefici al .

The first product that
utilized CNS was the
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t he physical connection
managemnment portion of

the ANSI SMI draft.[ 3]

To minimze risk to

the chi p devel opnent
effort, sinulation of

t he connecti on managenent
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DECconcentrat or 500
firmvare. The integration,
debug, and design
verification process
spanned an ei ght - week
period. For subsequent
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products, the duration

of this phase was greatly
reduced: two weeks for the
DECbri dge 500 firmnare

and one week for the
DECcontrol | er 700 adapter
This reduction in time

was, of course, due to

the reuse of the core

and external libraries.
Only a small subset of

CNS was uni que for each
product; hence, debug

time was minimal. Also,

as experience was gained in
verification testing, and
the related tools inproved,
the test process becane
nore efficient.

Testing the Common Node
Sof t war e

One fortuitous advant age
to the structure of CNS is
that the core functionality
only needs to be tested
exhaustively on a single
platform The partitioning
of core and externa
functionality and the
external requirenents
to which each product
envi ronnent nust adhere
yield this advantage. Thus,
the only testing necessary

on an individual product is
the initialization of CNS
and the external interface
bet ween CNS and the system
firmvare. These product
dependenci es incl ude SMT
frame transm ssion and
reception, status and error

An Overvi ew of the Commpn Node

nature of many of the

al gorithms made testing
difficult. The conmplexity
causes automation of the
test process to be an
extrenely invol ved task.
Sone functions, such as
RMT, can be tested only
ina nmultiple-station
configuration due to the
di stributed nature of the
al gorithms.

Anot her difficulty in
performng the initial
testing of CNS was the
lack of visibility into
t he executing software.

The DECel ns product reports
some information maintai ned

by CNS, but nost of the
data used during testing is
not visible to network
managemnment. Al so, the
DECel ms product was bei ng
devel oped at the same tine
as CNS and was not ready
for use. In addition, there
was no global visibility
into the ring. At the tine,
commercially avail abl e FDD
dat ascopes or anal yzers

t hat woul d have been used
to view synbol streans

on the fiber were not
avail abl e.

To facilitate testing, the
CNS team devel oped a too
referred to as the design
verification test (DVT)
monitor. This tool provides
a detailed viewinto the
operation of CNS as wel
as automated tests for
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nmessage passi ng, and sone
functions unique to the
product .

The task of test and
verification of the

CNS core presented sone
i nteresting challenges. The
conplexity and distributed

Digital Technica

CNS interface functions.
The tool also has the
capability to insert faults
into the ring and exercise
many of the SMI protocols.

Journal Vol. 3 No. 2 Spring 1991



The DVT nonitor has two
conmponents: a connection to
a universal asynchronous
receiver/transmtter
(UART), which provides
serial conmunication
bet ween the product and
a display termnal; and
noni tor software, which is
| ayered on top of CNS.
Thus, the nonitoring
and managing of CNS is
achi eved by out - of - band
access via the UART. This
access is necessary to
performtesting of ring
fault conditions. The
noni tor software is run
at a lower priority than
all other system conponents
to | eave the systemtining
or operation unaffected.
This software provides
bot h noni ntrusive or "peek"
and invasive or "poke"
managenent capabilities.
Password protection on
a login screen prevents
unaut hori zed users from
di srupting the network.

To use the tool, one nust
log on to an FDDI product
runni ng the test software.

As a nonintrusive tool

the DVT nonitor provides
passive nmonitoring of the
network status and rel ated
events. The tool provides
real -time nonitoring of

all physical (or port)

and | ogical (or MAC)
connections in the product.
St at us wi ndows conti nuously
di splay the state of

all physical and | ogica

An Overvi ew of the Commpn Node Software

such as the station's
address. Configuration
hardware within each
product can al so be changed
to affect the operationa
state of the ring. Changing
this hardware is especially
hel pful for introducing
dupl i cate addressed
stations, stuck beacon
condi tions, beacon/claim
ring oscillations, and

ot her anomalies into an
operational ring in order
to exercise RMI and the
trace function. To analyze
SMI franes, an SMI frane
agent exists in the too

to generate and receive any
SMI frane type, including
frames not defined by the
st andar d.

Prior to the devel opnent
of the DVT nonitor, the
FDDI tester was utilized
to generate and receive
SMTI franes to test the
proper operation of the SMI
frame-based protocols.[2]
In later testing, the FDD
tester was indispensabl e
in creating a variety
of traffic |oads on the

ring to test the products'
responses to traffic | oads.
The tester allowed an
arbitrary mx of franes
sent at a progranmabl e
rate over the FDDI ring
and nmade it sinple to
characterize the responses
of the products to a wi de
range of network traffic
condi tions.



connections to the ring.

As an invasive tool

the nonitor can be used

to insert faults and to
exercise the ring. The
tool can be used to easily
change station paraneters,

18 Digital Technical Journal Vol. 3 No. 2 Spring 1991



Sof t war e

FDDI Interoperability Testing

Interoperability testing
anong the FDDI vendors

is inmportant for nmany
reasons. Conprehensive
interoperability testing
anong the vendors both

rei nforces the correct
interpretations of the
standard and perforns the
nore i medi ate goal of
verifying the correctness
of the inplenmentations.
The proper operation of

all stations on the network
both in normal operation
and in response to fault
conditions is necessary if
the comrerci al marketpl ace
is to fully accept FDDI

The nature of a ring

t opol ogy requires the
active participation of
each station up to the MAC
subl ayer. Each FDDI station
nmust establish and maintain
physi cal connections and
repeat frames without
error. If a single station
does not repeat franes,
ring connectivity is |ost.
The X3T9.5 standards
committee antici pated
faults that prevent

normal ring operation

and devi sed al gorithms

to determnistically
resol ve such conditions.
The addition of fault
recovery schenes devi sed
for the FDDI system while
necessary to guarantee
proper operation of the

An Overvi ew of the Commpn Node

vendors' inplenentations-
especially in the presence
of fault conditions.

Every vendor nust

make certain that its

i mpl enent ati on adheres
to the functionality
as defined by the SMr
standard. Digita
encour aged cooperative
testing anong the vendors
and participated in testing
wi th many vendors at
Digital's FDDI devel opnent
center in Littleton,
Massachusetts, at customer
sites, and at other
vendors' | ocations.
Interoperability Test

Met hodol ogy

A test plan was devel oped
originally for design
verification and, |ater,
for interoperability
testing between Digital's
FDDI product set and
products from ot her
vendors. The test plan
concentrates mainly on the
i nteroperability of the
FDDI data |ink, defined
by the FDDI PHY, MAC,
and proposed PMD and SMT
st andar ds.

The plan covers
connecti on managenent,
ri ng managenent, and SMT
frame-based services and
functions defined in the
SMI draft standard. The
intent of the plan is
to verify plug-and-play
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networ k, nmade the standard
nore conpl ex. Correct

i mpl enent ati on of these
conpl ex protocols and

di stributed al gorithms

is essential to ensure that
one vendor's inplenentation
will operate correctly on
the sane ring with other

Digital Technica

capability as well as to
correct operation under

bot h nor mal
networ k conditions.
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Connecti on managenent
testing covers the physica
connecti on nmanagenent
and configuration
managenment processes. PCM
testing covers the bit-
si gnaling and connection
initialization algorithns,
the Iink confidence test
and |link error nonitor,
and verification of the
connection matrix defined
in the SMI draft. CFM
testing verifies the
correct operation of the
reconfiguration scrub and
MAC i nsertion functions.

Ri ng managenent testing
covers duplicate address
detection, including
stuck beacon detection
and recovery, directed
and jam beacon initiation

and reception, and the
trace function. O her

nm scel | aneous testing
nmoni tors the abusive use
of restricted tokens and
ext ended service franes.

Frame- based testing covers
all required SMI frane
protocol s. These protocols
are tested extensively
for conpliance to the SMI
draft. Paranmeters within
the frames are exani ned
for consistency and
correctness. For exanpl e,
all timer values presented
in SMI franes are verified
to be in twd's conpl enent
form and all canonica
addresses are correctly
converted to FDDI nost

An Overvi ew of the Commpn Node Software

The interoperability
testing uncovered

probl enms in many vendors

i mpl enent ati ons, including
Digital's.[5] Many of

these problens resulted
from i nconsi stent
interpretations of the SMI
draft; others were due to

i nconpl ete inplenmentations
that did not support sone
functions defined in the
SMI draft; and stil

ot her problens could be
attributed to changes in
the SMI draft overl ooked by
some i nplenentations. As a
result of the testing, nmany
of these probl ens have been
fixed, and the nunber of

i nteroperability problens
wi t hin FDDI networ ks has
been reduced.

Concl usi on

The Common Node Sof tware
provi des the FDDI project
with a very flexible and
stabl e i npl enentation

of a mgjor portion of

the FDDI data |ink. The
initial investnment in time
spent on devel opnent was

| onger than that expected
for independent software
devel opnent efforts

but is justified by the

| ong-term benefits of
common code. | ndependent
devel opnent efforts for

t he DECconcentrator 500
and DECbri dge 500 products,
for exanple, probably would
have taken | ess tine. Each



significant bit order. desi gn woul d be based upon
Results of Interoperability t he hardware design and
Testing system requi renents of
each product. |ndependent
desi gns woul d reduce
t he anmount of software
devel oped for each product
because the designers
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woul d not have to address
portability issues, such
as generic interfaces to
the operating system or
har dwar e

But these two products were
the first of a new network
architecture, and the
stati on managenent draft
was not conplete during

product devel opnent. Thus,

i ndependent i npl enent ati ons
woul d have resulted in

a higher bug rate, with
each product exhibiting

its own set of behavior

at the SMI |evel. Future
updates and revisions to
the SMI standard woul d have
resulted in i ndependent

revi sions of each product's
firmvare and, possibly, a
new set of problens. Wth
CNS, only one source needs
to be changed and tested.
The FDDI standard

promotes nul tivendor
interoperability, so that

i ndependent products can
comuni cate effectively

in a heterogeneous FDD
networ k. The devel opnent of
CNS significantly increased

i nteroperability between
Digital's products and
t hose of other vendors.

The advant ages of reusable
software that were realized
by the project team can be
sumrari zed as foll ows:

o The nmjor design of

interface needs to be
suppl i ed.

o Test and verification
time is significantly
reduced. Only the

interfaces to CNS and
the system dependences
nmust be rigorously
tested with the design
of each new product.

o0 The bug rate is reduced
significantly. Each
new product uses the
pretested and proven
core library.

0 The software requires
little maintenance.
Since the core library
is stable, devel opnment
only needs to be
performed on the
external library.

The CNS devel oprent proj ect
was the design tean s

i ntroduction to reusable
software. W have probably
not done everything in the
best possible way, but the
success of the project and
the tine and effort saved
have convi nced us of the
benefits of reusability.
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