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Abstract

Digital's decision
to i nplenent the fiber
di stributed data interface
(FDDI') physical topol ogy
with a dual ring of
trees, as opposed to a
dual ring only, resulted
in the devel opnent of

t he DECconcentr at or

500 product. The dua

ring of trees topol ogy
provi des high availability,
manageabi |l ity, and support
for building wiring
standards. The function

of the concentrator
dermanded that the product
be reliable, provide for
renot e managenment and
control, and allow a | ow
cost per connection. The
use of common FDDI har dwar e
and software conponents
devel oped by Digital hel ped
the product teamto neet

t hese goal s.

Concentrators in the ANSI FDD
X3T9.5 Standard

In the initial stages
of its devel opnent, the
Ameri can National Standards
Institute (ANSI) standard

Koni ng, and Janmes E. Kuenze

I nterconnect (Cl) bus. Al
stations were to be dua
attachnment stations (DASs)
and the interconnections
between the stations were
to be wired directly,

wi t hout patch panels or
simlar structured wiring
schenes.

Using this dual ring
topology is feasible for
a small nunber of stations
in a single, tightly
control |l ed room However,
soon the enphasis of FDD
shifted primarily to |loca
area networks (LANs). A
LAN consi sts of many nodes,
spread over a |arge area
and with potentially many
i ndi vidual s able to connect
and di sconnect stations.

To acconmpdate LAN topol ogy
requi renents, ANSI chose
to add the concept of
concentrators m dway
in the devel opnent of

the FDDI standard. [ 1]

In the sinplest case, a
concentrator is a device
that attaches to a dua
ring (via A and B ports)
and provides additiona
ports (M ports) to which



for the fiber distributed
data interface (FDDI)

t echnol ogy was intended
for a conputer room system
i nterconnect, simlar

to Digital's Conputer

Digital Technica

stations can be connected
by means of radially wred
cabl es. These additiona
stations can be single
attachnment stations (SASs)
with a single port (S port)
rather than the pair of
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ports required by a DAS
Thi s sinple topol ogy was
soon generalized, allow ng
concentrators to be nested
to any depth in a dual ring
of trees. Concentrators
may be singly attached

(by using an S port plus
M ports rather than A and
B ports plus Mports), and
DASs may be connected to
concentrators. Figure 1
illustrates the basic FDD
t opol ogi es.

FDDI concentrators
are nore than wiring

hubs, unlike certain
ot her LAN technol ogi es.
They al so performtwo
functions that are key
to network integrity. Wen
a station's connection
to a concentrator is
activated, a nmultistep
initialization procedure
cal | ed physical connection
managenment (PCM takes

pl ace, using physical |ayer
(PHY) signaling. In this
procedure, the station and
t he concentrator exchange
some topol ogy information,
and a link confidence test
is perforned to verify that
the data integrity on the
link is acceptable. Once
the PCMinitialization is
conpl ete, the connection
beconmes part of the ring.

The ANSI standard specifies

some topology rules to
reduce this problem

500 Product

Al so, concentrators
conti nuously perform
link error nonitoring
(LEM . Each active link is
monitored for data errors,
and a link found to have
excessive data errors
is disabled. In this way
concentrators ensure that
the ring error rate, and
therefore the packet |oss
rate, remmi ns acceptably
| ow.

G ven the many choices
for concentrator
i nt erconnection allowed

by the ANSI standard,

it is possible to
construct highly conpl ex

t opol ogi es, including

many that have "bad"
properties. Wien a station
is physically plugged in
and that connection is
operating properly, the
station should be able

to comunicate with al

ot her stations in its own
network. This property is
often stated as "Physica
connectivity equals

| ogi cal connectivity,"

or, in other words, "Being
pl ugged in inplies being
able to comunicate. "

In bad topologies, this
property does not hol d.
Such topol ogies are very
confusing to network
managers and are therefore
undesi r abl e.

t heref ore depends to sone
extent on the conpetence
of the network manager to
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However, the decision to
accept or reject offered
connections is based

only on |l ocal know edge
(i.e., information held
locally in each station or
concentrator), and it is
not possible to detect al
t he bad topol ogi es. FDD
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avoi d bad topol ogi es.

One special case all owed
by the topology rules is
cal |l ed dual hom ng, as
shown in Figure 2. Wth a
dual honi ng configuration,
the A and B ports of a
concentrator or a DAS
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are connected to M ports,
usually of two different
concentrators. In this

case, the B to M connection

becones active, and the
A to M connection remmains
in a "standby" state. The
st andby connection is not
part of the ring, but it
can quickly change to the
active state if the Bto
M connection breaks. In
this way, connectivity is
mai nt ai ned when failures
occur.

We next present the reasons

Digital chose the dua

ring of trees topol ogy

over the dual ring topol ogy

and exani ne the resultant
need for a concentrator
A detail ed di scussi on of
t he devel opnent of the

DECconcentrat or 500 product

foll ows.

Digital's Choice of the Dua
Ri ng of Trees Topol ogy

A dual ring topol ogy
consi sting of dua
attachnment stations may be
appropriate in very snall
networ ks that do not use
structured and pernanent
cable plants. But a dua

ring of trees topol ogy,
usi ng single attachnent
stations as the end-user
devi ces and concentrators
as hubs, provides the
optimal solution for a

The DECconcentrator 500

FDDI networ ks has been

recogni zed by many of

our key customers.

Digital chose the tree

/dual ring of trees

architecture inplenmented

with concentrators over a

purely dual ring approach

because this architecture

of fers:

o Support for industry-
standard radial wring
practices

o Manageability

o Configuration
flexibility

0 A definable demarcation
poi nt between the end
user and the backbone

o Scalability

Al t hough the specific
behavi or of an FDD
concentrator is relatively
new, the concept is not.
Most system vendors and
users of |arge systens
have adopted the use of
manageabl e hubs (nulti port
repeaters) for Ethernet
networ ks and nedi a access
units (a type of passive
concentrator conposed of
bypass rel ays) in token
ring networks.

Initially, cost was a mmjor
concern in the decision
to inplenent a tree-type
architecture. Sone users
saw the addition of the
concentrator as an added



highly flexible, reliable,
avai |l abl e, nmmi nt ai nabl e,
and robust FDDI LAN. As
described in the preceding
section, the concentrator
is the cornerstone of

an FDDI network. Its

signi ficance in building

| arge, robust, and npst

i mportantly manageabl e

Digital Technica

cost burden. However,

the cost increase, which
can be anortized over

the entire network, is
greatly outwei ghed by the
added advantages. Wth a
concentrator, stations
can be separated into

two categories, end-user
devi ces and backbone
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devices. This is especially
i mportant in | arge networks
where the functions of
network admini stration

and users of the LAN are
totally disparate. The
concentrator beconmes a too
that sinplifies the role

of network nmanagers. As a
demar cati on poi nt between
end-user devices and the
backbone, the concentrator
protects the backbone from

In both topol ogi es we have
ei ght physical connections.
A physi cal connecti on,
whether in the tree or in
the dual ring, is a point-
to-point, full-duplex path
bet ween adj acent physi cal
| ayers. The initia
reasoni ng for a dual
counter rotating ring was
to create a bidirectiona
data path between adj acent
stations in which the
secondary path's nain
purpose is to assist in
startup, initialization
and reconfiguration of the
primary ring.

Ei t her topol ogy requires
roughly the same nunber
of conponents, i.e.,

PHY entities, optica
transcei vers, cables.
Wth the tree, the PHYs
are rearranged so that
conceptual |y we have taken
a PHY entity from each DAS
in conjunction with a data
path switch, to create the
concentrator. This approach
does incur the additiona

i nadvertent disruption
caused by the end user.

As shown in Figure

3, the actual numnber

of conponents that are
required to connect eight
FDDI stations, whether into
the dual ring or in the
tree, is approxinmately the
same; only the distribution
of these conponents is

di fferent.

net wor k, made possi bl e by
t he concentrator.

A | arge network of

many stations has a

hi gh probability of

di sruptions. Although a
DAS and a concentrator are
fundamental ly different,
they have in common the
role of controlling the
net wor k topol ogy through
PHY- | evel signaling. In
the case of a disruption,
whet her an operator-
initiated function (i.e.
a station powered down,
installed, or renoved) or
a failure of the station

or cable, the token path
is modified according to
the station nanagenent
/ connecti on managenent (SMI
/CMTI) algorithmto maintain
a continuous | ogical ring.
The main difference between
the two approaches to
solving the disruption
problemis in the way a
station is bypassed. Wth
the dual ring approach
shown in Figure 4, when
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cost of the power and
packagi ng. However, from
t he perspective of the
networ k adm ni strator,
this small incrementa
cost is offset by the

i ncreased ability to
manage and control the
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a disruption occurs, the
stations adjacent to the

di sruption bypass the

of fendi ng station(s) and
reconfigure the ring by

wr appi ng the secondary and
primary rings to forma
new si ngl e continuous ring.
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Thi s provi des a degree
of fault tolerance but is
limted to only a single
di srupti on.

In the case of multiple
failures or disruptions,
al | dual attachnent

stations adjacent to the
faults reconfigure, thereby
creating nultiple disjoint
rings. Even though the
majority of the stations

in the network night be
operational, they would
operate over severa

di sj oi nt networks. The
potential |oss of the
servi ce access point woul d
effectively | eave the

net wor k nonoperati ona
fromthe client/server

per spective. Managenent of
such a situation would al so
be an ordeal, since access
to fault information would

The DECconcentrator 500

be limted to the stations
remai ni ng on the portion
of the ring to which the
managenent station was
directly attached.

An FDDI concentrator

provi des fault tol erance

in a different way, as
illustrated in Figure 5.
VWhen a station connected to
a concentrator is renoved
or powered off, the failure
i s bypassed through the
concentrator data path
switch at the PHY |evel

Any one or all of the
stations can be effectively
bypassed through the
concentrator w thout
affecting the connectivity
of the other stations or

t he gl obal topology of the
FDDI net wor k.
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Structured Wring

To fully appreciate
the benefits of the
concentrator, let us

consi der an FDDI network

i mpl emented in an office
bui | di ng environnment in
conjunction with structured
W ring.

A typical building

envi ronnent incl udes

Wi ring between offices

and equi pnrent roons on the
same floor and in between
floors. The wiring is

per manent and involves a
relatively |arge nunber

of end-user devices as
wel | as backbone devi ces

over noderate distances.

Mor eover, frequent adds

/ moves/ changes occur in
this environnent, and

the ability to nove from
one | ocation to another

wi t hout manual intervention
or network disruption

is desirable. A clear

Single Attachment Stations
The tree topol ogy, as
illustrated in Figure 7,
facilitates structured

(or radial) wiring as
prescribed by the draft

El A/ TI A 568 standard.

The end-user devices,

i mpl enented as SASs or
DASs, connect to the

demar cati on between end-
user devices and backbone
is required to nmaintain the
integrity of the backbone

and to mininmze disruption
to, or manipulation of, the
backbone cabl i ng.

The Tel ecommuni cati on

I ndustries Association
(TIA), together with the
El ectronics I ndustries
Association (EIA), is

defining a conmercia

buil ding wiring standard;
draft EIA/TIA 568 has the
framewor k as desi gnat ed
in Figure 6.[2] According
to this standard, end-
user devices in offices
should be wired froma

t el ecomruni cati ons cl oset
(TG . Al closets in each

bui | di ng then connect to
the internedi ate cross
connect (1C) or to the
bui | di ng hub for that
building. In turn, al
bui | di ng hubs connect to a
single main cross connect
(MC) or to the campus hub
in the canpus.

so that a disruption in an
end- user device, such as
di sconnecting a station,
does not affect the
operation of the network.
The concentrators in the
vari ous cl osets connect

to root concentrators

in the building hubs. If
ot her backbone devices are
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concentrators |located in

t el ecommuni cati ons cl osets,
whi ch are mai ntai ned
and controlled by the
net work adm ni strator.
concentrators are used,
t he nost cost-effective
user stations are SASs.
Connection to concentrators
keeps the end-user devices
separate fromthe backbone

When
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present in the building
hubs or conmuni cati on
cl osets, such as bridges,

they can al so be connected
to concentrators in the
bui | di ng hubs or the canpus
hub, as appropriate. The
tree topol ogy offers

the fault tol erance as

wel | as configuration
flexibility required in

2 Spring 1991



a structured wiring system
Also, it allows for adds

/ moves/ changes wi t hout

di srupting or manipul ating
t he backbone cabl i ng.

Dual Attachment Stations

End- user devices directly
attached to the dual ring,
however, are not easy to
i solate fromthe backbone
LAN. Both the end-user
devi ces and the backbone
devices are part of the
same physical |oop, as
shown in Figure 8. To a
net wor k adm ni strator,
managenment and control of
t he backbone becones an
ever-increasi ng ordea
because each end-user
station is now consi dered
part of the backbone.

Even though rules for the
end- user behavi or can be

establ i shed, they cannot

easily be enforced.

The availability of the
backbone is increased by
t he use of concentrators,
since these are the only
devices that formthe dua
ri ng backbone. This benefit
is very inportant for a
| arge network. For exanple,
in a network supporting 200

end-user stations on a dua
ring of trees topology, if
8-port concentrators are
used to connect themto the
dual ring backbone, only

25 concentrators reside

on the dual ring backbone.
The reconfiguration of

The DECconcentrator 500

reconfiguration of the
backbone is dependent

on 200 devices. The
probability of having two
or nore disjoint rings

is much higher in the
|atter case. Also, with
DAS stations, the network
administrator is faced with
the inmpractical task of
directly controlling 200
devi ces.

Faul t-tol erant Configuration

Opti ons

Two fault-tol erant
configuration options

are avail abl e: bypass

rel ays and dual hom ng.
Bypass rel ays may be

used with DASs directly
attached to the dua

ring to provide fault
tolerance in addition to
the single fault protection
provi ded by wapping to

the secondary ring. Dua
homing is an alternative
mechani sm whi ch al |l ows dua
attachnment devices to have
a redundant connection to a
concentrator when installed
in a tree topology. These
two alternatives are

exam ned in this section.

Bypass Rel ays

To avoid the aforenenti oned
reconfiguration problens

wi th DAS inpl enentations,
the FDDI standard offers

an option of using an
optical bypass rel ay.

Wil e such relays are



t he backbone i s dependent
on only 25 devices. Also,
the network adm ni strator
needs to control only 25

devices. In contrast, if

the sanme 200 stations are
DASs directly attached

to the dual ring, the

Digital Technica

envisioned to alleviate
some of the reconfiguration
probl ems, they nmay induce
nore problens than they

sol ve. The inclusion of
relays in the network neans
added cost of conponents,
cabl es, and connectors,
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| oss of optical power,
reduction in interstation
di stance, and an additiona
failure nechanism These
factors limt the use of
such relays to possibly
very small, physically
col | ocated work group

LANs and nake the relay an
unattractive solution for a
| arge network environnent.

Let us assune that the
fiber-optic cable has
a loss of 1.5 dB per

kil ometer (according to
the EI A/ TI A-492), and
the di stance between
t he comruni cati on cl oset
and each station is 50
nmeters.[3] Since the cable
| ength between stations
A and Cis 200 m the
power loss is 0.3 dB
A connector has a | oss
of 0.7 dB (according to
the EIA). Since there are
ei ght connectors (I abel ed
1 through 8 in Figure 9)
between A and C, the power
loss is 5.6 dB. A bypass
relay has a loss of 2.5
dB. Since there are three
rel ays between A and C,
the power loss is 7.5
dB. The total link |oss
bet ween stations A and
C, therefore, is 13.4 dB,
which is in excess of the
maxi mum al | owed by t he FDD
standard. Note that with
the use of optical bypass

As shown in Figure 9, the
end-user stations A B

and C are dual attachnent
wi th bypass relays, and
station B has failed. Wth
B bypassed, stations A

and C becone adjacent. The
total |link |oss between
these two stations, using
a fiber-optic cable of
62.5-m cron core dianeter
and 125-m cron cl addi ng

di aneter, nmust not exceed
11 decibels (dB) to conply
with the FDDI standard.

For some applications a
tree or dual ring of trees
may not neet the custoner's
requi renents. The dua
hom ng topol ogy, shown
in Figure 2 and descri bed
earlier in the paper, has
none of the limtations
or problens that can be
i nposed by the dual ring.

Thi s topol ogy is beneficial
in a large canpus to
connect renote buil dings
into the FDDI backbone.

It allows standard radia
Wi ring practices, with

up to 2 km between the
campus hub and any given
bui I di ng through nul ti node
fiber (MW) |inks. The
dual honing topology is
especially useful with |ong
di stance links utilizing
si ngl e node fiber (SM),
whi ch span di st ances of

up to 40 km Wth the dua
ring topol ogy each span
has to be counted four
times towards the fiber-
optic path I ength maxi mum



relays, the effective
distance is limted to

|l ess than 200 m which is
far bel ow the nmaxi mum of 2
km al | owed by the standard.

Dual Hom ng
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of 200 km al | owed by the
standard, in the event
that a wap occurs. For a
link of 40 km 160 km has
to be subtracted fromthe

maxi nrum of 200 km t hus
| eaving only 40 km for the

2 Spring 1991



rest of the network. Using
a tree topol ogy, the span
is counted twice as it has
only one active fiber pair

Product Devel opnent

The foll owi ng sections
exami ne the DECconcentrator
500 product devel opnment
process from begi nni ng
to end, elaborating on
details of the product
functionality as they were
refined al ong the way.

Several key factors
provi ded a snoot h product
devel opnent process. First,
the architecture for the
DECconcentrat or 500 product
was chosen as a subset of
the generality allowed by
the ANSI FDDI standard.

Several features which
woul d have significantly
conplicated the product

Wi t hout greatly enhancing
functionality were not

i ncl uded. Exanpl es of
these are "roving MAC'

and the ability to allow
stations to select the ring
(primary or secondary)

to which to attach

Second, product managenent
established a clear |ist of
priorities, requirenents,
and goals that allowed the
devel opnent team nenbers
to focus their efforts.
The absence of significant
changes in architecture

or product requirenents
during the devel opnent

The DECconcentrator 500

sinmplicity and reliability
enabl ed us to keep product
transfer cost to a m ninmum
and to nearly neet the
time-to-market goal. And
finally, the relatively
small and tightly knit
devel opnent team stayed

t oget her from conception
through field test and
first product shipnent.

Har dware Partitioning

As the hardware bl ock

di agranms were devel oped,
several concepts for
partitioning the hardware
i nto nodul es were

eval uated. The el ectrical
mechani cal , and power
suppl y desi gners worked
closely together to choose
a suitable partitioning.

The initial high cost

of the FDDI fiber-optic
transceivers led the
designers to sel ect nodul ar
har dware partitioning.
A nodul ar design all ows
ports to be added accordi ng
to the custonmer's needs,
thereby m ninmzing both
the initial cost and

t he nunber of unused

ports. Since Digital's
net wor ki ng products have
traditionally used side-to-
side airflow for cooling,

a card cage that supported
hori zontal nodul es was
chosen. Four ports per
nodul e was consi dered to
be a reasonabl e nunber

by which a custonmer could



hel ped the team stay on
schedul e. The priorities
sel ected were to design
for |l ow cost and high
reliability, provide for
ease of firmnvare upgrades,
and strive for quick tine
to market. The enphasis on

Digital Technica

i ncrenment a system This
nodul e, referred to as the
port modul e, contains four
sets of the FDDI physica

| ayer chip sets, one status
light-emtting diode (LED)
per port, one nodule field-
repl aceabl e unit (FRU)
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fault LED, and a small
anount of support | ogic.

One function of the
DECconcentrat or 500 product
is to provide support for
net wor k managenent; this
requires data link |ayer
hardware. In addition,

t he DECconcentrator 500
devi ce nust connect to
the FDDI dual ring; this
requires the A and B port
types. The DECconcentrator
500 managenent nodul e was
designed to neet these
needs. By conbining the
data |ink and A and B PHY
port hardware, we ensured
t hat any DECconcentrator
500 device installed in a
dual ring of trees would be
manageabl e.

The DECconcentrator 500
product al so includes a
m croprocessor to execute
di agnostic and operationa
firmvare. To minimze
t he nunber of nodul es,
we specified that the
m croprocessor and its
support logic fit on
t he backpl ane. The use
of an active backpl ane
elimnates the need for
a separate control nodule
in the card cage, thereby
reduci ng both cost and
the vertical height of
t he box. The backpl ane
al so provides the token
ring data path function
whi ch interconnects any
al | owabl e configuration
of port and managenent
nodul es. The nunber of

end-user configurations.
Two basi c configurations
are supported in the
DECconcentrat or 500
product. A concentrator
configured with one to
three port nodules (4 to
12 ports) can support a
st andal one work group but
cannot connect in the dua
ring of trees topol ogy.

A concentrator configured
wi th a managenent nodul e
and one or two port nodul es
supports the dual ring

of trees topology and is
renot el y manageabl e.

Anot her goal of the
hardware team was to
elimnate the use of
cables within the box.
Thi s goal was consi stent
with mnimzing cost and
maxi m zing reliability.
The use of nodul ar port
and managenent cards | ed
the teamto believe that
t he power supply could al so
be modul ar and plug into
t he backplane in a simlar
manner. To avoid potenti al
saf ety hazards, the power
supply nmodul e is not
accessi bl e without opening
up the box; however, the
i nterconnection of the
supply with the backpl ane
is achieved with the sane
type of connector used on
the |l ogi c option nodul es.
The only cable used in the



nodul es supported by the DECconcentrat or 500 device

backpl ane i s based on our provi des power to the fans.
eval uati on of custoner Figure 10 is a di agram of

need. We decided that 8 to t he vari ous nodul es that

12 ports per concentrator conpose the DECconcentrat or
is sufficient for nost 500 hardwar e.
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Power and Packagi ng Trade-
of fs

Once we decided that three
nodul es coul d support

8 to 12 end users, we
focused on the selection
of packagi ng. Two basic
proposal s were exam ned.
The first was to nodify
the Digital's NAC conmon
box whi ch has been used in
many of Digital's products.
The second proposal was
for a new box design,
whi ch al | owed i nproved
serviceability via quick
access to all FRUs (field-
repl aceabl e units). The

exi sting conmon box design
was chosen to ninimze
risk to the product

devel opnent schedul e. The
necessary nodifications
were the addition of a
card cage for the port

and managenent nodul es,
provi sion for nmounting the
power supply and fans, and
i mprovenent of the airflow
characteristics.

Cool i ng was al so seen

as a potential problem

i n product devel oprent.
The bipolar logic used in
the FDDI physical nedium
dependent | ayer (PMD)

di ssi pates a consi derabl e
anount of power in a snall
area. Evaluation of the
NAC commn box showed t hat
the grill area in each
si de had approxi mately 35
percent open area. Analysis

The DECconcentrator 500

open area in each side of
t he box. When prototypes
were tested, we found the
i mprovenents in cooling
foll owed predictions. The
nodi fication al so yiel ded
consi derabl e reduction
in acoustic noise |evels,
whi ch al |l owed the use of
of f-the-shelf ball bearing
fans with good reliability.
Mechani cal and el ectrica
requi renents could not be
nmet by any of Digital's
exi sting power supplies.
The power supply hei ght
was |inmted; a unique
connector was required to
interface to the backpl ane;
and the avail able area
was determ ned by the size
of the card cage on top
of which the supply was
mount ed. El ectrically, the
supply had to provide a
relatively | arge anmount
of m nus5.2-volt power
to support the emtter-
coupled logic (ECL) in the
FDDI PMD. Fortunately the
total power requirenment

was sinmilar to that of
Digital's Ethernet-to-

Et her net bridge product,
the LAN Bridge 200. The
power supply group agreed
to nmodify this existing
hi gh-vol une supply to
neet the requirenents

of the DECconcentr ator
500 product. The use of
an existing design was
expected to result in fewer
bugs, and this proved to



showed that significant
i mprovenents in airfl ow
coul d be achi eved by

i ncreasing this percentage.

Mechani cal rigidity was
traded of f agai nst airfl ow
i mprovenent to reach a
conprom se of 50 percent

Digital Technica

be the case. Only one bug
was found in system stress
testing, and it was easily
corrected with a m nor
desi gn change.

Card Handl es
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The DECconcentrator 500 Product

The nodul e handl e design
was probably the single
nost conpl ex part of the
nmechani cal design, and
it had the potential to
i mpact the cost of the
product. The nechanica
desi gn team recomrended
nodi fyi ng a handl e design
froman existing Digita
product. This essentially
meant stretching the handle
and meki ng openi ngs as
required for I/O connectors
and LED di spl ays. Handl es
for both DECbridge 500
and DECconcentrator 500
products are processed
fromthe sane nold since
only 1/0O connector and
swi tch/i ndi cat or openi ngs
are different for the two
products.

Traditionally, these
handl es have been nade

froma plated cast alloy.
Plastic offered the
potential of significant
cost savings and wei ght
reducti on. However, there
was concern about the
quality of plating with

pl astic, as well as about
the structural strength.
The deci si on was nade

to start the devel opnent
effort for plastic handles
whi | e usi ng machi ned neta
parts for the interim Wen
the final plastic product
was available, it met al
requi renents.

Anot her critica
factor in handl e design

radi ati on. A "wavegui de-
beyond-cutof f" structure
was eval uated. This
structure is a rectangul ar
extension to the handl e

wi th an opening the size
of the FDDI connect or

The design attenuates al
em ssi ons bel ow the cutof f
frequency and was predicted
to provide excell ent
attenuation performance
for all harnonics of the
FDDI signals. Testing

of prototypes verified
the em ssions problem
created by the connector
openi ng and proved the

ef fecti veness of the
wavegui de structure in
elimnating the em ssions.
This structure was then

i ncluded in the design of
t he handl es for each FDD
port.

Logi ¢ Design

The | ogi c design team
devel oped prototype

har dware as quickly as
possi bl e so that the

di agnostic, operationa
firmvare, and comopn node
software (CNS) firmnare
teans coul d proceed with
har dwar e- based debuggi ng.
First-pass prototypes of
the controller/backpl ane
nodul e and the four-

port nodule were in the

| aboratory within six
nont hs of the start of the
project. The GenRad HI LO

sinmul ati on software was
used in the nodul e design



was el ectromagnetic process.

interference (EM). Each One type of bug was

FDDI dupl ex connect or di scovered in the first-
required a large, 1.4 pass prototypes that was
cmby 3.8 cm opening in not caught in sinulation

t he handl e whi ch posed A t hrough- hol e conponent
the risk of emtting body was used in schematic

12 Digital Technical Journal Vol. 3 No. 2 Spring 1991



capture instead of a
surface nount body. As a
result, the layout was

wi red according to the

t hrough- hol e pinout. This
error was not caught by
any of the software that
checks design rul es.

Thus, the controller

/ backpl ane nmodul es required
engi neeri ng change order
(ECO wires to mount a
conmponent onto the back of
the nodule in a "dead bug”
f ashi on.

On the four-port nodul e,
the differential ECL
signal detect lines from
the fiber-optic receiver
to the clock and data
conversion receiver (CDCR)
conmponent were crossed.
This | ogic was not included
in the sinulation due
to its anal og nature.

The problemin this case
was an inconsi stency

i n nonencl ature between
the CDCR and fiber-optic
recei ver chip bodies used
in schematic capture.

The strategy of building
first-pass hardware
prototypes as quickly as
possi bl e to support early
firmvare debuggi ng was
successful . Sinulation
pl ayed a key role in
guar anteei ng functionally
correct designs. Wen
second- pass prototypes
were tested, only a single
ECO wi re was required
in the product, and the

The DECconcentrator 500

Concentrator Port. An

FDDI concentrator consists
of a group of serially
connected ports, each

of which inplenents the
FDDI PHY functionality.

Key to our product was
Digital's PHY chip, which

i mpl enents the physica

| ayer functionality and
supports the physica
connecti on nmanagenent

requi renents for station
managenent. |In addition to
the PHY chip, the CDC chips
(one each for transmt and
receive) provide the seria
[ parall el conversion, clock
recovery on the receive
side, and nonreturn to zero
i nverted (NRZI) encoding
/ decodi ng. The fiber-optic
transcei ver, however, had
to be purchased from an
out si de vendor. Since many
mechani cal |y i nconpati bl e
devi ces are on the market,
we tested the products of
many vendors. Fortunately
for the product devel opnent
teams, our optics group
was able to identify pin-
conpati bl e transceivers
fromtwo vendors. Dua
sourcing of the tranceivers
used in our concentrator
ports reduced the risk of
shi ppi ng products based
on this relatively new
fi ber-optic technol ogy.

I nternal Token Ring

Data Path. The FDDI PCM
process provides fault
coverage and topol ogy

rul e checki ng between any



13

product shipped with the
second- pass desi gns on

all nodules. The foll ow ng
sections exani ne severa
areas of the | ogic design
that are unique to the
concentrator function.

Digital Technica

two connected FDDI ports.
This is essential to ring
stability since a token
ring is made up of a series
of physical connecti ons,
any one of which can bring
down the entire ring.
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The DECconcentrator 500 Product

Because connections between
ports within a concentrator
are not specified by the
FDDI standard, they are a
critical design area for
ring availability. The
DECconcentrator 500 design
addressed this aspect of

t he product as descri bed
bel ow.

o Data path (port-to-
port) integrity.
Adj acent ports in the
concentrator interface
with a dual -synbol wi de
data path of 10 bits
plus parity for a tota
of 11 bits. This PHY-to-
PHY i nterconnection is
the sane interface used
to connect PHY to nedia
access control (MAC
in a station. Parity
checki ng was added to
Digital's PHY chip to
ensure that intermttent
or hard faults could
easily be detected. If
a parity error in this
data path occurs, the
DECconcentrat or 500
device is taken off
line to ensure that the
entire token ring is
not corrupted. Wt hout
parity protection, a
hard failure on this
i nternal path stops ring
traffic altogether, in
whi ch case the SMI trace
function mght isolate
the fault. However,
an intermttent fault
in a concentrator's
i nternal data path that

t he mechani sms built
into SMI

Fault detection
/isolation. The
control |l er/ backpl ane
and the PHY chip
design all ow the
DECconcent r at or

500 device to offer
conti nuous service in

the presence of hardware
faults by isolating
the faulty hardware
fromthe data path.

The di aghostics that
are i nvoked at power

up or on comrand from
firmvare (as in the
SMTI trace function)
have the ability to

i solate faults very
close to the conponent
I evel. The fault report
is then passed to
initialization firnware
whi ch configures the
DECconcentrat or 500
product so that the
faulty hardware is not
included in the data
path. Two | evels of
bypassi ng are provided,
one at the port |eve
and one at the option
nodul e | evel . Bypassi ng
is al ways perfornmed
one | evel of hardware
away fromthe detected
fault. Thus if a fault
is detected at the CDC
conmponent |evel (using
a CDC | oopback test),
then tha single port

is bypassed in the

PHY chip. If a fault



is not protected with
parity could arbitrarily
reduce ring performance
and increase the risk

of undetected data
errors and woul d not

be isolated by any of

14 Digital Technical Journal Vol.

is detected at the

PHY | evel or between
PHY chips within a
nodul e, the entire
nodul e i s bypassed on

t he backpl ane. Note that
power - up di agnostics
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do not provide a PMD
external | oopback test
except in a specia
manuf act uri ng node.
Fault coverage of this
har dware i s provi ded

by the SMI PCM process,
whi ch prevents a faulty
connection from being

i ncluded into the

ring. Fiber |oopback
connectors are included
wi th each product for
isolating nedia faults
between the fiber-optic
transceivers and the
fiber-optic cables.

Internal MAC attachnent.
A MAC is not required
for an FDDI concentrator
to function; however,

it is included as an
option to provide renote
managenent. The interna
MAC can be thought

of as a "nmanagenent
station" attached to one
of the concentrator
ports whose job is

to provide contro
/status of the | ocal
concentrator function.
This attachnment is
internal to the
concentrator, but

nmust provide the sane
basic service as a

physi cal connection

to an external station.
This service is provided
by logic in the data
path referred to as the
“null PHY." The nul

PHY provi des a neans of

The DECconcentrator 500

It also provides ring
scrubbing in case the
MAC shoul d have to | eave
or enter the ring while
the ring is operational
Upgr adeabl e Nonvol atil e
Program Menory. To support
firmvare upgrades over the
network, the FDDI products
require electrically
erasabl e programmabl e read-
only nmenory (EEPROV). Al
code in the DECconcentrator
500 product is executed
directly out of EEPROM
since the m croprocessor's
clock rate is relatively

slow. In the first-pass
desi gn we used conventiona
32K by 8 dual in-line
package (DI P) devices as
they were qualified within
Digital. In order for the
control | er/ backpl ane nodul e
to acconodate sufficient
program nmenory, we needed a
denser technol ogy. At the
ti me, conponent engineering
was eval uating flash
EEPROM t echnol ogy. Fl ash
devi ces becane avail abl e

in surface nount packages
with a density of 128KB
that nmet our needs. The
flash nmenory proved to be a
robust technol ogy; however,
devel opnent of a flash
progranmm ng al gorithm was
chal I engi ng and required
extensive testing. The

ol der EEPROM t echnol ogy had
built-in logic to handle
the details of the erasing
and programr ng steps,



bypassi ng the internal but with the flash nenory

MAC i f diagnostics these details were directly
should find a fault controlled by software.

in any of the hardware In order to upgrade

[MAC, CAM ring nmenory firmvare over the network,
controller (RMC), and a well-controlled procedure
packet nmenory] rel ated was devel oped. A firmware
to the data |ink |ayer. i mmge plus the flash
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programm ng code is
transferred over the
network through multiple
packets and stored in
packet nenory. This down-
line upgrade is provided
by a network device upgrade
(NDU) utility that was
devel oped for the FDD
products. Once the entire
imge is received in

packet nenory, it is
checked agai nst a cyclic
redundancy check (CRC)

i ncluded in the inage.

If the CRCis correct and
the firmvare i mage is of
the correct type (destined
for this product), the
DECconcentrat or 500 product
takes itself off Iine.

The 68000 mi croprocessor

t hen executes the flash
progranmm ng firmnare
directly from packet nmenory
to |l oad the new i mage. Once
the load is conplete, the
firmvare forces a reset,
and a power-up self-test

is run that includes a CRC
check of the contents of
flash nenory.

Sof tware Design |ssues

Essential to the conpletion
of the devel opnent

process was the use
of conmon software and
the field testing of
t he DECconcentrator 500
product .

Common Software. Early in
t he devel opnent process

it was clear that the
aggressive tine-to-

500 Product

to identify ways to shorten
t he software devel opnent
cycle. Code that could
potentially be shared
anong the products, and
code that could be ported
from previ ous projects was
i dentified. These early
efforts resulted in the
conmon use of the rea

time operating system
(RTCS), comon FDDI chip
di agnostics, diagnostic
error |ogger, diagnhostic
di spat cher, and common
node software (CNS). In
addition to the code that
i's common anong the FDD
product set, nuch tinme was
saved by porting portions
of the renote bridge
managenment software ( RBMS)
responder and nmi nt enance
operation protocol (MOP)
fromthe LAN Bridge 200
product. The nmanagenent
nodel for the data |ink
and physical |ayer entities
for both the DECbridge 500
and DECconcentrator 500
products was devel oped to
ensure conmonal ity between
the two products.

Field Test. The field
test provided val uabl e

i nformati on regarding the
quality of the products.
Several of the sites chosen
to field test the FDD
backbone products were
technically know edgeabl e
about networking. They
were able to perform
specific testing while
nmonitoring their networks.



mar ket goals for the

FDDI product set would
require the devel opnent
teamto be resourceful

In the beginning of

t he devel opnent cycle a
significant effort was made

16 Digital Technical Journal Vol.

As a result, detailed
test information was
provi ded to engi neering.
One engi neer was assi gnhed
to each field test site
as a "site parent." The
site parents nonitored
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their sites and channel ed
the information back to
engi neering. This structure
for supporting the field
test enabl ed engi neering

to react quickly to the
needs of the sites as

wel | as act on probl ens
found. This testing and

f eedback, coupled with

the capability to | oad new
firmnvare revisions over

the network, was crucial to
achieving quality prior to
first customer shipment.

Concl usi ons

The dual ring of trees
topology is well suited
for all FDDI environnents
that require fault
tol erance, scalability,
and flexibility of
configuration. This
topol ogy is the right
choi ce for managi ng the
ever-growi ng | ocal area
net wor ks t hrough the 1990s.

Several factors proved to
be crucial to neeting both
functional and tine-to-
mar ket requirenments with a
qual ity DECconcentrator 500

product .
o Establishing

architecture and product
feature requirenents
early and mai ntai ni ng
these with m ni mal
changes.

The DECconcentrator 500

o Providing a thorough
testing process for
bot h hardware and
sof tware which tested
the product in realistic
environnents with a
process in place to
correct problenms and
verify fixes quickly.
We had quite robust
products at the tinme of
first custonmer shipnment
as a result of our test
[fix/verify process.

Acknow edgnent s

Peopl e from many

or gani zati ons worked
together to achieve the
devel opnent of the product
on tinme. The key menbers of
t he engi neering design team
wer e Dave Benson, Gerry
Capone, Stan Chni el ecki,
Paul Ciarfella, Alison
Cool i dge, Janis Roth
Cooper, Joe Dagdi gi an, Tom
Ertel, Cheryl Galvin, Dave
Hyre, John | annarone, Bil
McCart hy, Charlie MDonal d,
Di ck Muse, Luc Pariseau,
Dave Sawyer, and Karen
Shay.

Ref erences

o FDDI Station Managenent
(SMI) Prelimnary
Draft Proposed Anerican
Nati onal Standard, ANSI
X3T9/90-078, Rev. 6.2



Est abl i shing and

mai ntai ning a cl ose-knit
product devel opnent team
wi t h good conmuni cati on
channel s.

Lever agi ng wherever
possi bl e from proven
and avail abl e desi gns,
maki ng i ncrenent al

i mprovenents as needed.

Digital Technica

(May 1990).

Buil ding Wring Standard
for Industrial and
Commerci al Use, EIA

/ TI A 568, PN1907-

B (Washi ngton, DC

El ectronics Industries
Associ ati on, Engi neering
Department, forthconing
1990).

Vol. 3 No. 2 Spring 1991



The DECconcentrator 500 Product

(0]

Det ai | ed Specification
for 62.5-m Core Di aneter
/125-m Cl addi ng Di aneter
Class la Miltinode,
Graded | ndex Optical
Wavegui de Fi bers,

ANSI / El A/ TI A- 492 AAAA-
1989 (Washi ngton, DC.

El ectronics Industries
Associ ati on, Engi neering
Department, 1989).



18 Digital Technical Journal Vol. 3 No. 2 Spring 1991

Copyright 1991 Digital Equi pnent Corporation. Forwarding and copying of this
article is permtted for personal and educational purposes w thout fee

provi ded that Digital Equi pment Corporation's copyright is retained with the
article and that the content is not nodified. This article is not to be
distributed for comrerci al advantage. Abstracting with credit of Digita

Equi pment Corporation's authorship is permtted. All rights reserved.



