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Abstract

The DECel ns software

product provi des extended
| ocal area network
managenment for Digital's
Et her net/ | EEE 802. 3

and fiber distributed

data interface (FDDI)

bri dges and for its FDD

W ring concentrator
Product devel opnent
entail ed keepi ng pace

with a changi ng set

of requirenments. These

i ncl uded the evol ving

ANSI FDDI standard, the
proposed Digital Network
Architecture FDDI data
link specification, the
Ent er pri se Managenent
Architecture, the

ability to extend the
serviceability of the
products, and the
aggressi ve schedul es of

t he hardware and firmware
devel opnent teans. DECel ns
devel opnent resulted in an
i mproved network nmanagenent
functionality including
fault, performance, and

t opol ogy menagenent. These
advanced features required
correspondi ng enhancenent s

and Et hernet Extended Loca

as a part of Digital's FDD
program

DECel ns Devel opnent

The DECel nms product,
Digital's extended

| ocal area network (LAN)
managenment software,

provi des renote network
managenment for Digital's
LAN Bridge 100, LAN

Bri dge 150, LAN Bridge
200, DECbridge 500,

and DECconcentrator 500
products. The renote
networks are included in

t he extended LAN by neans
of transparent bridges.
DECel ns functionality

i ncl udes basic SET and
SHOW capabilities, fault
managenent, performance
nmoni toring, FDDI ring

mappi ng, automatic device
di scovery, and user al arns.
The DECel ns software runs
as an application on a VAX
processor runni ng under the
VMS operating system

When Digital enbraced the
new fiber distributed

data interface (FDDI)

LAN t echnol ogy, the role



to the user interface and
dependabl e docunent ati on.
The devel opment team

nmet these chal l enges and
successfully delivered the
DECel ms product to narket

Digital Technica

t hat networ k managenent
woul d play in the first
product set was uncl ear

As our understandi ng of

the technol ogy grew, and we
recogni zed the differences
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bet ween the token ring
architecture and the
carrier sense multiple
access with collision
detection (CSMA/ CD)

protocol, the challenge
becanme obvi ous. Both
techni cal and busi ness

reasons nade networKk
managenment a priority.
On Ethernet/802.3 LANSs,
net wor k managenent tools
provide the ability to
noni tor the networks and
troubl eshoot probl ens as
they arise. The failure
mechani sns of Et hernet
/802.3 LANs, such as
faulty transceiver

taps, continuously
transmtting stations, and
broadcast storms, are wel

understood. In addition to
net wor k managenent tool s,
power ful datascopes aid

t he network nanager in
recogni zi ng and correcting
t hese problens. Mving
into the 100-negabit

(Md) world of the FDDI
token ring brought a new
set of problens, sone

of whi ch were understood
and others not even

i magi ned. We realized the
need to offer a network
managemnment sol ution that
was capabl e of perform ng
t he sane functions as our
Et her net/802. 3 products
and had the additiona
functionality necessary

to nmeet the new chal |l enges
of the FDDI technol ogy.

and Et hernet Extended Local Area

not only a good network
managenent sol ution but
a key devel opnent tool as

wel | .
Key FDDI Differences
Several key differences

bet ween the FDDI and

Et her net technol ogi es
deternmined the specific
requi renents of the

DECel ns product. First,

t he physical topology and
the | ocation of stations
attached to an FDDI ring
play a significant role

in how the ring operates.
Each station is active

and nust participate in
connection managenent to
forma working LAN.[1] On
Et her net/802. 3 LANs, each
station is passive until it
wi shes to use the network.
Thus, an Ethernet/802.3 LAN
can operate with stations
that do not strictly
observe the protocol, since
| ess stringent protoco
requi renents between
stations are necessary

to make the LAN work. This
di fference places a high
priority on the ability

to manage topol ogy, a
functionality that is |ess
signi ficant on Ethernet
/802.3 LANs. Requirenents
to build FDDI ring maps and
exam ne third-party station
managenment (SMI) frame data
grew fromthis priority.

A second difference is the
need to manage t he FDD



2 Digita

Further, no FDDI datascopes
were available to aid

in the devel opnent of

the FDDI product set. To
correct this deficiency,
requi renents for DECel nms
functionality called

for the software to be

Techni cal Journa
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physi cal |ayer. This need
arose mainly because the
DECconcentrat or 500 product
is a physical |ayer device
and the primary buil ding

bl ock of FDDI rings. To
manage the FDDI physica

| ayer, a network nanager

2 Spring 1991



DECel ms -

Net wor ks

Managi ng Digital's FDDI and Ethernet Extended Local Area

nmust be able to add or
renove FDDI stations from
the rings via manipul ation
of the physical |ayer ports
(PHY ports) of the wiring
concentrator. |In addition,
greater visibility was
given into the quality of

t he physical medium using
the Iink error monitor, for
exanpl e. [ 1]

Anot her difference between
the two technologies is
the order of magnitude
i ncrease in performance
of the FDDI ring over
Et her net/802. 3. The
ability to transparently
connect 100- Mb FDDI token
rings to 10- Mo Et hernet
/802.3 LANs using the
DECbri dge 500 product
greatly influenced network
managenment requirenents.
Usi ng these pl ug-and-pl ay
bri dges makes it easier to
create network topol ogi es
that can funnel high
t hroughput FDDI traffic
onto the | ower bandwi dth
Et her net/802. 1 segnents.

A good managenent tool is
required to nonitor and
control these topol ogies.

A final key difference

is sinply the need to
manage the FDDI data

link. The performance of
the ring operation nust

be tuned, and having the
capability to nodify FDD
medi a access control (MAC)
characteristics such as

the valid transm ssion tine

view of the FDDI data link
behavi or.

Ext ended Managenent
Capabilities

Beyond the technica
requi renents to provide
FDDI networ k managenent,
DECel ns requi renents were
driven by the need for
better network nmanagenent
capabilities in general
Provi di ng an integrated
product was a key project
goal . Since managi ng FDD
products included managi ng
bri dges, the programteam
deci ded that the DECel ns
product woul d supersede the
current bridge managenent
product, renote bridge
managemnment software
(RBMS), and incorporate
RBMS functionality as
a subset of the DECel ns
operating features. Thus,
DECel ns sof tware needed
to provide basic SET
and SHOW capabilities
for the LAN Bridge 100,

LAN Bridge 150, and LAN

Bri dge 200 products, as
wel |l as for the new FDD
products, the DECbridge

500 and DECconcentrat or 500
devi ces.

In addition to the ability
to set and to show system
par anet ers, DECel ns
software had requirenents
to provide automatic fault
detection, automatic device
di scovery, performance
nmoni tori ng, and FDD
ring mappi ng. Automatic



or target token rotation fault detection would

time can provi de the neans be provided by a built-
to acconplish this tuning. in polling nechani sm and
Coupled with the nmodify user alarns. Autonmatic
operations is a rich set devi ce di scovery woul d be
of SHOW capabilities, acconpl i shed by listening
whi ch gives a detail ed to systemidentification
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announcemnents broadcast
by the devices and

regi stering these devices
in the DECel ns registry.
Performance statistics
could be calculated from
counters kept by the LAN
Bri dge 200 and DECbri dge
500 products and presented
to the user in tabular
format. FDDI ring mapping
woul d be acconplished by
interpreting the data
found in the SMI status
informati on franme (SIF)
configuration nmessages.
These functions and

their inplenmentations are
described in nore detai
later in this paper

Devel opnent under Ti nme-to-
mar ket Constraints

The requirements of the
DECel ns capabilities
were stablizing. Program
deci si ons were now

i nfluenced by the tinme-

t o- mar ket constraints.
Advanced devel opnment
wor k on the DECbridge 500
and DECconcentrator 500
products was progressing,
and this work was converted
into a full-fledged
product devel opnent
effort. When the network
managemnment di scussi ons
began, this effort was wel
underway. Marketing and
engi neeri ng managenent
clearly comuni cat ed

to the devel opers the
expectation that Digita
woul d be the first vendor

Managi ng Digital's FDD

and Et hernet Extended Local Area

nmont hs of f the original 18-
nont h schedul e. The DECel ns
t eam was expected to neet
these chal l enging tine
constraints.

Reduci ng the tine spent
on devel oprent required
the DECel n8 teamto make
many trade-offs. The first
trade-of f concerned whet her
t he product platform would
conply with the Enterprise
Management Architecture
(EMA) . The FDDI project
was concurrent with DECntc
devel opnent (Digital's EMA-
conpliant director), but
the FDDI program was three
to six nmonths ahead. G ven
the tine constraints, the

t eam deci ded that the FDDI
program coul d not wait for
the DECncc programto catch
up. A point product was the
only solution that could

be achieved in the short
time frame. A second trade-
of f involved optin zing

t he devel opnment effort.
Havi ng no EMA experi ence,
the team used t he expertise
it had recently gai ned
fromworking on the RBVMS
version 2.0 devel opnent
effort. They nmde the
pragmati c decision to port
t he avail abl e RBMS code

in order to nmeet the tine-
t o- mar ket constraints. The
team pl anned to start with
t he RBMS code, del ete code
t hat was not applicable,
and add code to provide the
desired new functionality.



with a conplete FDD

sol ution. This pressure
pronpted the devel opers

to be very creative in
choosi ng net hodol ogi es.

As a result, the DECbridge
500 and DECconcentr at or
500 teans shaved seven
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But at the sane tine the
RBMS code was being refined
and expanded, the DECel ns
team had to keep the
basi ¢ RBMS nanagenent code
operational. The firmnare
teams needed to use DECel ns
code to debug their new

2 Spring 1991



DECel ms -

Managi ng Digital's FDDI and Ethernet Extended Local Area

code, so the DECel ns code
had to evolve in such a way
t hat new code woul d repl ace
ol d and supersede its
functionality in a short
period of time. This nethod
of code devel opnent led to
a series of operations akin
to "brain transplants,"
where an interface was
drawn in the existing code
and new code contai ni ng
additional functionality
was added whil e the product
was kept running. The
timng of adding functions
had to coincide with the
devel opnent of the peer
functionality in the
firmaare.

Net wor k Managenent

Architecture

Wth the product strategy
t aki ng shape, sone
difficult technica
deci si ons concerning the
management architecture
had to be nmade. Choosing a
net wor k managenent protoco
as well as supporting
transport and network
| ayer protocols was a mgjor
chal | enge.

Choosing a Protoco

The teamidentified three
options for the managenent
protocol inplenmentation.
The first option was using
t he commn managenent

i nformati on protoco

(CMP) |ayered on top of

a pared-down inpl enentation

solely for inplenenting
managenent agents in server
products. This option was
the nost pure architectural
solution and fit in wel
with Digital's |ong-

term network strategy.

But the effort was just
begi nni ng as an advanced
devel opnent proj ect,

and the Phase V protoco
speci fications were stil

in the revi ew process.

The nmenory constraints

i nposed by the DECbridge
500 and DECconcentrat or 500
devi ces coupled with the
risk that the product m ght
not nmeet the tinme-to-nmarket
constraints caused this
option to be ruled out as a
sol ution.

The second option was

to use the CM P protoco

| ayered over a subset

of the DNA Phase IV
protocols. This subset is a
streamn i ned i npl ement ati on
of the network services
protocol (NSP) over an
802. 3 data link. The
network layer is null, so
the protocol is limted
to the extended LAN.

This solution was snal |
in size as dictated by

t he hardware, offered
guar ant eed end-to-end
delivery service, and
woul d take less tinme to

i mpl enment than the DNA
Phase V option; but there
were several drawbacks.
The bridge and wiring



of the Digital Network
Architecture (DNA)

Phase V protocols. This
i mpl emrent ati on woul d

i nclude a subset of the
DECnet Phase V session
transport, routing, and
data |ink protocols used

Digital Technica

concentrator managenent
entities were not defined
in terms of the EMA entity
nodel , as was necessary to
define the CMP protoco
structure. Using the Phase
IV transport protoco
option did not bring the
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managemnment architecture
closer to the open systens
i nterconnect (OSI) npde
defi ned by DECnet/ OSI

Phase V, and, in fact,
woul d result in "throwaway"
transport and network | ayer
code. Thus, this option was
not suitable.

The third option was

to extend the bridge
managemnment architecture

and the RBMS protocol to

i ncl ude support for the
FDDI products. In ternms of
pure architecture, this was
t he poorest solution, since
it would nerely result

in the extension of an
already limted protoco
architecture. RBMS is

| ayered over the Ethernet
/802.3 data link, has a
null network |ayer, and is
t herefore constrained to

t he extended LAN. The RBMS
transport is connectionless
and, thus, does not offer
guar ant eed end-to-end
delivery service. In
addi ti on, no asynchronous
nmessage support exists, so
the delivery of events or
traps is unsupported. But
RBMS is sinple, being based
on the | EEE 802.1 standard
for network nmanagenent,

and easy to extend.

Al so, the LAN Bridge 200
devel opnent effort produced
a new i npl enment ati on of

t he managenent agent

that could be ported

into the DECbri dge 500

and DECconcentrator 500

and Et hernet Extended Local Area

protocol was clearly the
best possi bl e choi ce.
SMI' as Conpared to
Management over the

Prot ocol Stack

Anot her approach to network
managenment was via the
FDDI station nmanagenent
frames defined in the
Ameri can National Standards
Institute (ANSI) X3T9.5
FDDI wor ki ng group draft
standard version 5.1. To
provide this alternative
meant addi ng conplexity
to SMI that bel onged in
a nore robust managenent
protocol such as CMP.
Further, the SMI standard
was unstable in this area;
many vendors parti ci pating
in the standards work were
advocating differing FDD
functionalities for SM,
thus trying to extend
SMI' beyond its originally
i ntended scope. Digital's
position was that network
managenment shoul d be
performed using an OS
nodel where managenent is
an application that runs on
top of the protocol stack
and is widely avail abl e.
SMTI franes are bel ow t he
MAC | evel and, therefore,
do not traverse a LAN
beyond a | ocal FDDI ring.
Thus, managenent using SMI
frames must cone from a
| ocal station on the FDDI
ring. The data provided
by the SMI frames, such
as the SIF, is valuable



6 Digita

products. Further, there
was the opportunity to
port code fromthe RBMS
version 2.0 product. G ven
the tinme constraints under
whi ch the DECel ns team
had to operate, the RBMS
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to the network manager.

The appropriate nechani sm
to comunicate this data

i s a managenent protoco
usi ng an agent that can
conmuni cat e across extended
LANs. Once agai n, RBMS
could performthis task.
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Managenment Mbdel Definition
After the protocol issue
was settled, the next step

was to define the FDD
manageabl e entities and
attributes. The DECel ns
program team had deci ded

to use RBMS, but the chosen
| ong-term strategy was

to use CMP with the

EMA gui del i nes. The RBMS
deci sion affected only the
server products and not

the FDDI adapters that were
al so under devel opnent. The
adapters woul d be managed
vi a DECnet/ OSl Phase V on
both the VMs and the ULTRI X
operating systenms. The RBMS
effort could not derai

the | ong-term nmanagenent
strategy of EMA and the
mgration to OSI. Thus,

t here needed to be two
managenent structures that
of fered sim|ar managenent
capabilities but used

di fferent mechani smns.

Later, a third nanagenent
structure driven by the

i nternet conmunity would
beconme i nportant, nanely,

t he managenent i nfornmation
base (M B) supported by the
si npl e networ k managenent
protocol (SNWP).

A series of FDDI network
managenent neetings

t ook pl ace involving

the FDDI i nplenentors,
the DNA architects, and
menbers of the ANSI FDD
st andards wor ki ng group.
The goal was to converge

avai | abl e. One source

was the existing bridge
managenent architecture,
whi ch defined how to
manage an Ethernet/802. 3
bri dge such as the LAN

Bri dge 200 devi ce. Anot her
i nformati on source was
the emergi ng ANSI X3T9.5
FDDI wor ki ng group draft
standard, specifically

t he chapter concerning
FDDI station managenent.
Addi tional information was
found in an early draft

of the DNA FDDI data |ink
speci fication as well as
in the approved version of
the DNA CSMA/ CD data |ink
speci fication. The fina
set of inputs cane from

t he product requirenents
of the DECbridge 500

and DECconcentrator 500
devi ces. These requirenents
called attention to
managenent capabilities

t hat went beyond bridgi ng,
Wi ring concentrators, FDD
data |inks, and Ethernet
data |inks including
managenment of the down-
line-1oad upgrade feature
and availability of field-
repl aceabl e unit (FRU)
status.[2, 3]

Al'l of the above data
sources had to be
assim | ated expeditiously
because the chip designs
were nearing final form
If the infrastructure
necessary to allow for the



on a set of manageabl e
entities and attributes
for the DECbridge 500
and DECconcentrator 500
products, while keeping
an eye to the future of
EMA. Several key sources
of information were

Digital Technica

ext ensi on of managenent
functionality was not

i dentified, either proposed
features woul d be dropped
fromthe products, or the
chi ps woul d have to be
respun. Keep in mnd that
the strategy was to have
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two managenent structures
in place: the first, based
on the bridge managenent
architecture to be used
for the DECbridge 500

and DECconcentrator 500
products and nanaged usi ng

t he DECel ms product; and,
t he second, incorporating
the DNA FDDI data |ink

architecture and a future
bri dge and concentrator
managemnment architecture
based on the EMA. Design
deci si ons regardi ng network
managenment entities and
attributes were nmade
accordingly and are

descri bed bel ow.

The foll owi ng di scussion
presents the manner in
whi ch the comnbi ned node
for the DECbridge 500
and DECconcentrator 500
products was devel oped.
The proposed managenent
nodel for the concentrator
was fl attened out and
inserted into the current
bri dge architecture. The
bri dge architecture was
ext ended to include the
FDDI data |ink in addition
to the Ethernet/802.3
data link. Additionally,
the PHY port entity was
added, but instead of
bei ng subordinate to
the data link as in the
managenent nodel for the
bri dge al one, the PHY
port entity was at a peer
| evel, as shown in Figure
1. Additional managenent

and Et hernet Extended Local Area

formal DNA architecture
pendi ng the results of the
conti nui ng ANSI standards
neet i ngs.



attributes were defined to
bring the visibility into
the box as required for
each product. This phase
of designing a network
managemnment architecture
resulted in a delay in

t he devel opnent of the
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Stati on Managenent Gateway

As nentioned earlier in
this paper, SMI frames do
not travel beyond a |oca
FDDI ring. The DECel s
product was expected to
manage Digital and third-
party FDDI stations on the
FDDI ring using SMI franes.
Thi s managenment had to be
initiated fromthe Ethernet
/802.3 segnent on which the
DECel ns host was | ocat ed.
The concept of the SMr
gateway energed fromthis
situation.

An SMI gateway is
firmvare residing on the
DECconcentrat or 500 device
(and subsequently on the
DECbri dge 500 product)

t hat encapsul at es SMT
frames into RBMS protoco
data units (PDUs) and
forwards these franes
across the extended LAN.
The architecture that

evol ved to inplenent the
SMI' gat eway was anot her

ext ensi on of the RBMS
protocol. A new entity type
called the SMI gateway was
added. Gateway requests and
responses relating to SIFs,
nei ghbor hood i nformati on
frames (NI Fs), and echo
frames were defined, for
exanple, GET SIF, GET

NI F, and DO ECHO. A set

of tinmers was defined to
all ow the RBMS host, the
SMI' gateway, and the target
station to be synchronized

by datagram | oss on the

Et hernet. Wth the SMIr
gateway architecture in

pl ace, a DECel ns nmanagenent
station | ocated anywhere
on the extended LAN can
gather SMI frame data from
any FDDI SMT version 5.1-
conpliant station on the
same ring as a Digital SMr
gateway station.

Managenment Beyond Set and Show

Several managenent
functi ons beyond basic

SET and SHOW capabilities
were introduced in an
earlier section, nanely
automatic fault detection,
automati c devi ce discovery,
per f ormance nonitoring,
and FDDI ring mapping.
These features add val ue
to the network manager.
They present network fault
and topology data in a
timely and conci se manner
whi ch frees the network
manager frominterpreting
the microl evel details of
the network. A primary goa
of the DECel ns team was
to devel op a set of tools
that the network manager
could use to detect and
correct a network problem
before it was reported by a
di stressed user.

Aut omat i ¢ Devi ce Di scovery
The addition of a station
to an Ethernet/802.3 LAN is
now a common and sinple

procedure. Using the



and to avoid an ambi guous
response. For exanple, if

a response is mssing, it
is inmportant to know if the
| ack of response is caused
by gateway congestion,

by no response fromthe
target station, or sinply

Digital Technica

pl ug- and- pl ay nature of
Digital's bridge products,
t he connection of Ethernet
/802.3 or FDDI LANs is

al so straightforward.

The addition of stations
to an FDDI ring is easy
with the use of wiring
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concentrators. |In canpus
envi ronnents, network
managers can typically,

but not al ways, control
physi cal access to the

net wor k backbone but have

| ess control once a segnent
enters an individua
departnment. Consequently,
there is a need to
automatically di scover

the "renegade" devices

that can be added to such
net wor ks. The DECel s
product solves this problem
by providing a device
listener that listens to

t he mai nt enance operation
protocol (MOP) system

i dentification nessages
periodi cally broadcast by
all of Digital's bridges
and wiring concentrators.
When a new station is
heard, the DECel ms software
queries the station via

the RBMS protocol to obtain
nore detailed information
about the station and
automatically adds the
station to the DECel ns

regi stry. The software

al so produces a user alarm
that notifies the network
manager of the existence

of this device and all ows

t he manager to eval uate

its inpact on the topol ogy
and performance of the

LAN. For instance, every
bri dge added between two
stations adds |atency to
the protocol comunications
bet ween t he devices. Too
much | atency may negatively

and Et hernet Extended Local Area

The ability to quickly
recogni ze changes in the
state or counters of a
net wor k device can hel p
a network manager avoid
a degradation of service.
The DECel ns background
poller provides this type
of fault recognition by
keepi ng i nformati on about
the state of each device
in the DECel ns registry
and reporting changes in
that state to the network
manager through user
alarnms and a log file. The
i nformation includes the
desi gnated bridge on a LAN,
the nunber of FDDI ring
initializations, the nunber
of cyclic redundancy check
(CRC) errors on a given
data |ink, and, perhaps
nost inportantly, the fact
that a station has becone
unr eachabl e.

Networ k I nterface
Mul ti pl exer Process

Both the device |istener
and the background poller
are integral parts of the
DECel ns process known as
the network interface
mul ti pl exer (NI MUX) .

As inplied by its nane,

NI MJX al so provides the
basi ¢ mul ti pl exi ng of

user protocol nessages

as they are sent and
received by the data |ink
driver. Designing N MJX

to incorporate these three
di stinct functions was a
consi derabl e chal |l enge. The



i mpact LAN perfornmance by design includes a mail box

causing certain protocols interface to the variable
to fail. nunber of user interface
Background Pol | er tasks. This interface

provi des for both the
sendi ng and receiving of
user data and al arns. The
NI MUX desi gn al so provides
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the control interface for
t he background poller and
the device listener and a
service interface for the
DECel ns registry, which is
only witten by N MJX for
synchroni zati on purposes.
Wthin NIMJUX is a kerne
t hat synchroni zes these
three basic functions.
Synchroni zation is

performed usi ng VMS
asynchronous system

traps (ASTs) and event
flags. When the N MJUX

has no tasks, the process
hi bernates to conserve

the CPU utilization. But,
the NI MUX process nay be
woken up, for exanple, by
the delivery of a nmil box
nmessage from a user process
or by the conpletion of a
network 1/ O operation.

The inpl ementation of

t he background poller is
conpl ex. The background
poll er gathers state

i nformati on for each device
in the DECel ns registry
and continually circul ates
through the registry. This
initial query is necessary
to determ ne whether the

device is currently active
or inactive. To obtain the
conplete state of a device,
t he DECel ns software

nmust issue nultiple
protocol requests to that
device. In the case of a
DECconcentrator 500 devi ce,
twel ve requests nust be

itself. Several event flags
are required to identify
when a query is pending and
then to identify whether
the query is a success or

a failure. When a single
query is conpleted, the
next step i s dependent

upon the device type and
the status of the previous

query.

The automatic addition of
a device to the DECel ns
registry is perfornmed
in the polling cycle.

Once a device MOP system

i dentification nessage

is heard and the device

is recognized as new to
DECel ms, the responsibility
of perform ng the RBMS
protocol queries belongs to
the poller. Three protoco
nmessages are necessary

to determ ne the device
type and MAC addresses.

The recognition that these
two functions have this
comon t hread hel ped to
sinmplify the N MJX design
and limted the anount of
internal state information
that it was necessary to
keep.

In parallel to the
background devi ce queries
and the automatic device
regi stration taking place,
NI MJUX al so has to process
user requests. These
requests are given
priority over those of the
background pol |l er, since
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i ssued to accunul ate

all the device data. The
synchroni zati on of these
requests is a challenge,
since it is possible for
any of these requests to
fail because of a datagram
| oss or the failure of

the network or the device

Digital Technica

an interactive user cannot
be made to wait until al

t he background polling
queries are conpleted. This
processing is acconplished
in the outernost |oop of

NI MJX. If a user request

is delivered via a mail box,
an event flag indicates

Journal Vol. 3 No. 2 Spring 1991
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its arrival. This request
is given preference over
nmoving on to the next step
in the polling process.

An inportant part of the

i nterface between N MJX

and the user processes

is the ability to deliver

al arm nessages. Each user
process has the option of
enabling or disabling alarm
nmessages for its process.
The fact that nultiple

al arms can be generated

by a single device query
fromthe background poller
and rmultiple users need

to receive these al arnms,
means the interface has to
contain queues to buffer
the alarms and state
variables to control the
sendi ng of the data. This
probl em was sol ved, as were
nost of the NI MJUX interface
probl ens, by the addition
of these data structures to
the bridge control process
(BCP) tables. A BCP table
is a robust data structure
that keeps the NIMJX state
information for a single
user process. One table

is created and destroyed
for each user process that
exi sts.

The |l ast job N MJX can
performis giving wite
access to the DECel ns
registry. Since both
t he automatic device
registration function in
NI MJUX and a user process
can add devices into the

and Et hernet Extended Local Area

to all ow user registration,
nodi fication, and del etion
of devices in the DECel ns
dat abase using NI MJX as the
server.

FDDI Ri ng Mappi ng

The ability to map the
FDDI ring is a key feature
of the DECel ms product.
The SMI' gat eway provides

t he nmechanismto obtain
the raw SMI frame data
necessary to build ring
maps. Two types of ring
maps were identified as
possi bl e functionalities:
a sinple logical ring

map and a physical ring
map. The logical ring map
could be built using the
upstream nei ghbor address
(UNA) contained in the

Nl Fs. This functionality
woul d provide a list of

t he MAC addresses in the
FDDI ring to which the

t oken was passed, but would
not provide infornmation
regardi ng the nunber of PHY
ports in a concentrator or
the details of the physica
t opol ogy of the network.

The preferred functionality
was t he physical ring map
whi ch can provi de det ai
into the actual physica
t opol ogy of the FDDI ring.
Usi ng the theory of wiring
concentrators to build
FDDI rings, the resulting
topology is a ring of
trees. Typically, this
configuration includes dua



regi stry, synchronization
i s necessary. The sinpl est
solution is to elimnate
the need to synchronize by
having only N MJX do the
registry wite operations.
The mail box interface
conmands were extended

12 Digital Technical Journal Vol.

attachment concentrators
(DACs) | ocated on the

dual FDDI ring, with

ot her concentrators and
single attachnment stations
(SASs) connected to the
concentrator on the

dual ring in a tree-like

2 Spring 1991
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fashion.[3] The physica
ring mp is required to
represent this topol ogy
showi ng the PHY port

attachnments in addition
to the MAC attachnents.

This representation is
acconpl i shed using the

data contained in the SIF
configuration nmessages.

The physical ring mapping
starts when the user
suppl i es the address of an
SMI' gateway on the target
FDDI ring. The DECel ns host
then i ssues GET SIF gat eway
requests to the gateway.
The algorithmcalls for

the ring map to start
with the gateway's SIF

i nformati on. Then, the UNA
of the gateway contained

in the SIF configuration
nmessage i ndi cates which
station in the ring to
query next. Using the
station descriptor, station
state, and path descriptor
fields of the SIF response,
t he DECel ns host can derive
the detail ed physical map.

The basi c nmechanismto
provi de the physical ring
map was understood, but
the inpl enmentation and
the actual application
mandat ed additi ona
requi renents. Wth the
SMI standard still in a
state of flux, testing the
ring mp with third-party
vendors disclosed that it
was possible to interpret

i ncreased testing the ring
map could interpret data
from many vendors and thus
became a very useful and
popul ar tool .

Anot her feature was added

to the ring map which

made it possible to build
partial ring maps. The
capability of specifying
the ring map starting
address all ows a user

to pass a station that
cannot be mapped ot herw se
(i.e., the station does
not correctly respond to a
SIF request) and manual |y
continue the map with the
next station on the ring.
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the standard in different
ways. Consequently, the
ring map code had to be
nore flexible to interpret
the sane data fields

whi ch often had slight
variations in format due
to | oose interpretations
of the specification. Wth

Digital Technical Journal Vol.

3

No.
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The display of the

map was a noteworthy

task. Concepts for this

i mpl ement ati on ranged from
a sinple tabular format

to col or graphics. The
time constraints greatly

i nfl uenced our deci sion.
A sinple and conci se set
of icons was devel oped to
represent the stations on
the ring. These icons are
actual ly depicted as stick
figures displayed using
ASCI| terminal art. Each
icon is paired with the

| evel at which it exists
inatree, sinilar to

and Et hernet Extended Local Area

the way in which |logic
statements appear in a
conpiler listing. Figure

2 is an exanple of a ring
map di splay. This icon

i mpl ement ati on was achi eved
in far less tinme than a
graphi cs display solution
woul d have taken and offers
the user a picture of the
FDDI ring map, which is

an advant age over sinply
presenting a table. In
actual use, the map is easy
to understand and provides
an intuitive picture of the
net wor k t opol ogy.
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User Interface keypad and options to nove

As described earlier

t he DECel ns code has

its roots in the RBMS

sof tware. However, the
RBMS user interface is

a sinple conmand I|ine

whi ch | acks a numnber of
features necessary to nmke
t he product nore useful

to network managers. To
remedy this deficiency,

t he DECel ns team set

the foll owing goals for
the user interface. The
sof tware needed to provide
intuitive conmands to a

previ ous RBMS user, shorter

conmands than RBMS, the
ability to scroll through
| ong out put displays, the
ability to input data from
conmand files, and the
ability to redirect output
into files. During the
process of reaching these
goal s, the product had to
be continuously avail abl e
as a devel opnent t ool

A screen-based, user

i nterface sol ution,

known as the DECel ns
screen manager (ESM, was
desi gned. ESM uses VMS
screen managenment (SMG)
to provide the basic
screen mani pul ati on.

Two screen nodes were
devel oped: an input nopde
and an out put nmode. In
the i nput screen node,
conmands are echoed and
error nmessages di spl ayed.

the output data into files.
The integration of ESM
into the DECel ms software
was acconplished through

a well -defined interface
that could take the out put
of the original RBMS output
and convert it into the
required format for ESM
One by one, the old screens
were replaced by ESM and
at any given tine during
devel opnent there was a
wor ki ng user interface that
provi ded debug support for
the firmwvare devel opers.

Summary

Thi s paper presents

two inportant thenes.

The first concerns the
techni cal chal | enges and
acconpl i shments of the
DECel ms product. Anong the
chal | enges were defining

t he network managenent
architecture, including the
protocol, the nmanageabl e

entities and attributes,
and the SMI gat eway.
Techni cal acconplishnents
i ncl uded the design of

Nl MUX and its mnultifaceted
functionality. The

second theme was how t he
devel opnent team proceeded
to build the product. The
time to market becane the
controlling factor in many
product decisions. Trade-
of fs were made in favor of
product functionality and
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Thi s nmode provides comand
line recall, command |ine
editing, and support for
command files. The output
screen node is used to

di splay the data from
command requests. This

node provides the user with
scrolling driven by the

Digital Technica

nmeeting users' expectations
rather than to pronote and
preserve architectural and
design purity. Above all
product quality remained
the top priority and the
notivation for the DECel ns
devel opnent teamto strive
for excellence.
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