New Avail ability Features of Loca

By Lee Leahy

Abstract

VMS version 5.4-3 increases
the availability of |oca

area VAXcluster (LAVc)
configurations by allow ng
the use of multiple |oca
area network (LAN) adapters
in the VAXcl uster system
Availability is increased
by enabling fail-over

bet ween LAN adapters,

reduci ng channel failure
detection tine, and
provi di ng better network

t roubl eshooti ng. Conbi ned,

t hese changes significantly
i ncrease the availability
of LAN-based VAXcl uster
configurations by allow ng

Table 1

Area VAXcl uster Systens

the VAXcl uster systemto
tol erate and work around
network fail ures.

Thi s paper describes the
availability features added
to | ocal area VAXcl uster
(LAVc) support in VMS
version 5.4-3. These
features support multiple
| ocal area network (LAN)
adapters, reduce the tine
required to detect network
path (channel) failures,
and provide additiona
support for network
troubl eshooting. (Table
1 presents definitions for
ternms used throughout the

paper.)

LAVc Ter mi nol ogy

Channe

Dat agr am

A nessage t hat

A data structure in PEDRI VER that
network path (see network path bel ow).
is associated with a single virtua

is requested to be sent
client of the LAN driver.

represents a
Each channel
circuit (VC).

by the
A dat agram does not

have guaranteed delivery to the renpte system The

dat agram nmay nev
transmi ssi on and

er
never

be sent,

or could be lost during

recei ved.



LAN Adapt er An Ethernet or fiber distributed data interface
(FDDI) adapter. Each type of LAN adapter has a

uni que set of attributes, such as the receive ring
si ze.
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Table 1 (Cont.)

LAVc Ter mi nol ogy

LAN Addr ess

LAN Segnent

Net wor k Pat h

PEDRI VER

Virtua
Circuit

The network address used to reference a specific
LAN adapter connected to the Ethernet or FDDI

This address is displayed as six hexadeci nal bytes
separated by dashes, e.g., 08-00-2B-12-34-56.

An Et hernet segnment or FDDI ring. Each type of LAN
has a unique set of attributes, e.g., maxi num packet
si ze. LAN segnments can be connected together with
bridges to forma single extended LAN. However,

in such a LAN, the LAN segnments can have different
characteristics (e.g., different packet sizes for an
FDDI ring bridged to an Ethernet).

The pieces of the physical network traversed when

a datagramis sent from one LAN address to anot her
LAN address. The network path is represented by a
pair of LAN addresses, one for the |local system and
one on the renpte system Each network path has a
specific set of attributes, which are a conbination
of the attributes of the |Iocal LAN adapter, the
renote LAN adapter, and each of the LAN segnments and
LAN devi ces on the path between them

The VMS port driver that provides reliable cluster
comuni cation utilizing the Ethernet.

A data structure in PEDRIVER that represents the
data path between the |local system and the renote
system This data path provides guaranteed delivery
for the nessages sent. PEDRIVER s dat agram servi ce,
along with an error recovery nmechani sm ensures
that a nmessage is delivered to the rennte system or
is returned to the client with an error. A virtua
circuit (VC has one channel for each network path
to_the_renpote_system
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We begin the paper

with an overvi ew of the
added LAVc availability
features of VMS version
5.4-3. W& then present
the mul tipl e-adapter
support features of the new
rel ease, with conparisons
to the previous single-
adapter inplenentation
The detection of network
del ays is discussed,

al ong with how the system
sel ects alternate paths
around t hese del ays after
detection. Finally, we

di scuss the anal ysis of
network failures and the
physi cal descriptions
needed to achi eve the
proper |evel of failure
reporting.

Added Availability Features

VMS version 5.4-3 supports
LAVc use of up to four

LAN adapters for each VAX
system Availability and
performance are increased
by connecting each LAN

adapter to a different
LAN segnent. Maxi num
availability is achieved
by redundantly bridgi ng

t hese LAN segnents together
to forma single extended
LAN. This configuration
maxi m zes availability
and reduces single points
of failure by increasing
t he nunber of possible
net wor k paths between the
different systens within

to the renpte system

I f not acknow edged
within 2 seconds, a
datagramis retransmtted.
Ret ransm ssi on conti nues
until the connection
between the two systens

i s decl ared broken.
However, applications can
be stalled during this
error recovery process.
Therefore, reducing the
time for detecting channe
failures and retransnmitting
dat agrans reduces the
anount of application
del ay introduced by network
probl ens.

VMS version 5.4-3 al so

i ncreases availability

by reduci ng the del ays

i ntroduced by network

congestion. This |atest

rel ease nmeasures the

net wor k del ays on a channe
basis. The channel with

the | owest conputed network
delay value is used to
comunicate with the renote
system

LAVc network failure
analysis is a new feature
in VMS version 5.4-3.

This feature provides

an analysis of failing
channel s by isolating the
common networ k conponents
responsi bl e for the channe
failures. LAVc network
failure anal ysis increases
availability by reducing
the downti ne caused by
failing network conponents.



t he VAXcl uster system
Availability has al so
been increased at the
applications |evel by
reducing the tine required
to detect channel failures.

The LAVc protocol (N SCA)
sends sequenced dat agrans

Digital Technica

To enable this feature, the
system or network manager
nmust provide an accurate
physi cal description of

the network used for LAVc
comruni cati ons.

Journal Vol. 3 No. 3 Sumrer 1991



Mul ti pl e- Adapt er

New Avail ability Features of Loca

Suppor t
This section describes
the availability features
added with the nultiple-
adapter LAVc support in
VMS version 5.4-3. Some

limtations of the single-
adapter inplenentation are
presented for conparison.
Single Points of Failure

I n single-adapter LAVC
satellites, the Ethernet
adapter remains as a single
poi nt of failure. This
failure "point" actually
extends through the network
conponents common to al
of the network paths in use
for cluster communication.
The conbi nati on of VMS
version 5.4-3 with multiple
LAN adapters renoves the
LAN adapter as a single
point of failure in the
| ocal system Additionally,
the use of multiple LAN
adapters connected to
an extended LAN creates
nmul ti pl e network paths
to rempte systens. This
configuration results
in a higher tolerance
for network conponent
failures and higher cluster
availability.

Adapt er Sel ecti on

The si ngl e- adapt er

i mpl enentation is
configuration-dependent
and does not allow the
syst em manager a choice

of adapters. The multiple-
adapter support in VMS

Area VAXcl uster Systens

stop the LAVc protoco

on the LAN adapters. This
support allows the system
manager to sel ect which LAN
adapters will run the LAVc
pr ot ocol

The nmeans of |ocating
the LAN devices in the
system has al so changed.
The system now nmi nt ai ns
a list of LAN devices. As
each LAN device driver is
| oaded into the system an
entry is appended to this
list. A new support routine
steps through this |ist
and returns a pointer to
the next LAN device in the
system The singl e-adapter
i mpl ement ation requires
code changes i n PEDRI VER
to add a new LAN devi ce;
the new i npl ement ati on

no | onger requires these
changes.
Channel Control Handshake
The channel contro
handshake is a three-way
nmessage exchange. The
exchange starts when a
HELLO nessage i s received
froma renote system

and the channel is in
the cl osed state, or any
time a CCSTART nessage is
recei ved. Upon receivVing
a HELLO nessage on a
cl osed channel, the system
responds with a CCSTART
nessage.

Upon receiving a CCSTART

nmessage, the system cl oses
the channel if the PATH
bit was set. In all cases,



4 Digita

version 5.4-3 configures
the system for maximum
availability by starting
the LAVc protocol on

all LAN adapters in the
system Support is also
provi ded to start and

Techni cal Journa

Vol .

3

No.

if the cluster password
is correct, the system
responds with a VERF
message. Upon receiving
t he VERF nmessage, the
renote systemverifies
the cluster password. If
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the password is correct,
the renote system sends

an acknow edgnent (VACK)
nmessage and marks the
channel as usabl e by
setting the PATH bit.

The | ocal system upon
recei ving the VACK nessage,
al so marks the channel as
usabl e by setting the PATH
bit.

The channel contro
handshake now verifies
the network path used
by this channel
i nstead of verifying
the virtual circuit
(VC) as in the single-
adapter inplenentation
Addi tionally, the handshake
is used to negotiate sone
par anet ers between the
| ocal and renpte systens on
a channel basis (instead
of assunming that the
paraneters are common for
all channel s connected to
the VO).

Packet size and pipe quota
are two characteristics
that are now arbitrated
bet ween the two systens.
These paraneters are
negoti ated on a channel -
by- channel basis to all ow
di fferent channels to fully

utilize the capabilities of
the specific network path.
Wth the introduction of
FDDI, | arger packet sizes
are now supported. The
channel handshake between
two nodes negoti ates

packet size of 4468 bytes
or snmaller. An increased
packet size reduces the
nunber of messages required
when | arge bl ocks of data
are sent. This increase
i n packet size results
in fewer nessages, |ess
handshaki ng, and thus
better network efficiency.
The PI PE_QUOTA value is

used to Iimt the number of
nmessages sent to the renote
system before waiting for
an acknow edgnment. PIPE_
QUOTA was i npl ement ed

to hel p prevent receiver
overrun on the renote
system |Instead of using

a fixed value, the new

i mpl ementati on uses a

val ue specified by the

LAN driver. This value
factors in the LAN device's
receive ring size and is
typically larger than

the fixed val ue of eight
nmessages used previously.

I ncreasing the Pl PE_QUOTA
val ue allows nore data to
be sent between the nodes
bef ore an acknow edgnment
nmessage i s required, thus

i ncreasing the protocol's
ef fici ency and reducing the
network traffic.

These new features in VMS
version 5.4-3 have reduced
t he amobunt of handshaki ng
required to nove data and
t he nunber of nessages
required to nove | arge
anounts of data. The result



a packet size that is
supported by the entire
network path. Any path that

utilizes an Ethernet nust
use a packet size of 1498
bytes or smaller. An FDDI -
to- FDDI path on the sane
extended ring nust use a

Digital Technica

is greater applications
availability through fewer
net wor k- based del ays.

Use of Hell o Messages
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The si ngl e- adapt er

i mpl ementati on uses a HELLO
nmessage to maintain the VC
and not the channels. Also,
t he handshake to verify
connectivity is perforned
by the VC, which forces

all channels to use the
same characteristics. In
conparison, the nultiple-
adapter inplenentation uses
HELLO messages to trigger

t he channel handshake,

test the network path

and mai ntain the channe

in the open state, and
continuously verify the

net wor k t opol ogy.

To maintain the channe

and test the network path,
each systemnmulticasts a
HELLO message t hrough each
of its LAN adapters every

3 seconds. Upon receipt

of a HELLO nessage (if the
channel is not open), a
channel handshake begi ns.

If the channel is open, the
network delay is conputed
and the channel packet size
is verified. When an open
channel does not receive

a HELLO nessage within 8
seconds, it declares a
listen tinme-out and the
channel is closed.

Addi tional topol ogy

change detection is

requi red because FDDI -

t o- FDDI communi cati ons

use | arge packets. If two
systens using FDDl adapters
exchange channel contro
nmessages, then both can

Area VAXcl uster Systens

separated by an Et hernet
segnent . )

Detecti on of the dumbbel
configuration is perforned
using the priority field
in the frame control byte
of the FDDI message header
This field does not exi st
i n Ethernet nessages and
nmust be created when
forwardi ng an Et hernet
nmessage to an FDDI ring.
Et her net -t o- FDDI LAN
bridges set this field's
value to zero. Al LAVc
nmessages transmtted by
the FDDI adapters use a
non-zero val ue for the

priority field. Wen a
channel control nessage

is received, the value of
this field is checked. If
the value is non-zero, then
| ar ge nmessages can be used
because the nessage did

not traverse an Ethernet
segment .

The priority field is also
verified every tinme a HELLO
nmessage i s received and
the channel is open. A
t opol ogy change is detected
when a change in the
priority value is received.
If the priority value
goes fromzero to non-

zero, the packet size is
renegoti ated and a | arger
packet size nmay be used.

If the priority val ue goes
from non-zero to zero, the
channel packet size nust
be reduced. If this is the
only channel with a | arger



agree on a | arge packet
size. However, if the
network is configured in

t he dunbbel | configuration,
then only the small packet
size can be used. (The

dumbbel | configuration
consists of two FDDI rings
6 Digital Technical Journa

Vol .

3

No.

packet size, then the VC
cl oses and forces the two
systens to reassign the

nmessage sequence nunbers.
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Li sten Ti me-out

VMS version 5.4-3 now
consistently tinmes out
channels in 8 to 9 seconds,
whereas the single-adapter
i mpl ement ati on detects the
failure in 8 to 15 seconds.
Reducing this tinme reduces
t he del ays experienced by
applications when a LAVc
node is removed fromthe

cluster. The result is an
i ncrease in applications
availability.

The singl e- adapt er

i mpl enmentation traverses
the VC list and scans each
of the receive channels
(RCH structures enbedded
in the VC) to check for

ti me-out. Because this
scan is CPU-intensive, the
al gorithm was designed to
scan the VC |ist only once
every 8 seconds. Reducing
this scan tine required the
design of a new algorithm
t hat reduces the CPU
utilization required to

| ocate the channel s that
have timed out.

The VMS version 5.4-3

i mpl enent ati on places each
open channel into a ring
of time-out queues. The

ti me-out routine maintains
a pointer into the ring

of queues correspondi ng

to the 8-second tinme-out.
Each second, the time-out
routine executes, renoves
any channels pointed to by

recei ving HELLO nessages
are inserted into the ring
of queues pointed to by the
current time pointer, which
prevents them fromtin ng
out. This inplenentation
reduces CPU utilization
during the tinme-out scan

by | ooking at only the
channel s that have timed
out .

Changes to Virtual Circuit
Mai nt enance
The si ngl e- adapt er

i mpl ement ati on cl oses

the VC and performs a
channel control handshake
every time a new channe
is established. This

i mpl enentation also forces
each channel to use the
sane characteristics,
specifically packet size,
t her eby reducing the
characteristics to the

| owest conmmon denoni nat or.
VMS version 5.4-3 does
not close the VC each
time a new channel is

est abl i shed. The channe
handshake affects only

t he channel and is used
to negoti ate the channe
characteristics, including
packet size. The VC
remai ns open as |ong

as a channel with the
correspondi ng packet size
i's open. This maintenance
i ncreases applications
availability by allow ng
channels to fail and



the tine-out pointer, and
calls the listen tinme-out
routine for the channel
Next, the tinme-out pointer
and the 8-second tinme-out
poi nter are updated to
point to a new set of queue
headers in the ring. Active
channel s and channel s

Digital Technica

reestablish transparently
wi t hout disrupting service
at the VC and systens
conmuni cati on services
(SCS) |ayers.
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One Channel with Matching
Characteristics Required.
The VC can be opened as
soon as the first channe
to the renpte systemis
opened. When the VC opens,
its packet size is set
to the packet size of the
channel being used. The VC
can remain open as |long as
at | east one channel with
a conpati bl e packet size
is open. The packet size is
conpatible if the channe
packet size is greater than
or equal to the packet size
currently in use by the VC

Transfers restricted to

an FDDI ring can use a

| ar ger packet size than
those that traverse an

Et her net LAN segnent.

PEDRI VER now supports
vari abl e packet sizes up to
the size supported for the
FDDI ring. Each tinme the
VC swi tches channels, the
new channel characteristics
are copied into the VC. The
result is that as soon as
the VC switches to using
t he FDDI -t o- FDDI channel

it also switches to using
the | arger packet size.

Recei ve Message Cachi ng.
VMS version 5.4-3

i ntroduces a receive
nmessage cache to prevent
any performance degradation
when nessages are received
out of order. Because of
transm ssion and network
del ays, nessages are
typically received out

Area VAXcl uster Systens

that nmessages will be

recei ved out of order
Channel Fail ure Not

Di spl ayed. The nulti pl e-
adapter inplenentation does
not di splay any nessages

when a channel fails. This
choi ce was nade to maintain
conpatibility with the
previ ous i npl enmentation.

We al so wi shed to reduce

t he nunber of console
messages and still provide
enough data to isolate the
probl em However, without

sonme channel failure
notification, all but one

channel could fail w thout
noti ce, thus negating al
the availability that

was i ntroduced by using
nmul ti pl e adapters.

The LAVc network failure
anal ysis allows the
system or networ k manager
to select one of the
following | evel s of channe
failure notification:
no notification, if not
enabl ed; channel failure
notification, when barely
enabl ed; or isolation
of the failing network
conmponent, when fully

enabl ed. \When this feature
is fully enabled, a failing
net wor k component typically
generates only a single
consol e nmessage instead

of displaying tens or

hundreds of channel failure
nessages.
Channel Sel ection



of order at approxi mately
the tinme a channel switch
occurs. Also, nobst of the
channel selections are

i nvoked after |ocating

a channel with a | ower
network del ay val ue, thus
i ncreasing the probability

8 Digital Technical Journa

VMS version 5.4-3 bases
its selection of a single
transmt channel for a
remote systemfirst, on the
packet size and second, on
the network del ay val ue.
The channel sel ection
al gorithm searches for
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an open channel with a
conpati bl e packet size

so that the VC does not
have to be broken. If nore
t han one channel has a
conpati bl e packet size, the
net work del ays are conpared
and the channel with the

| onest network del ay val ue
is chosen. The sel ected
channel is used until it
fails, encounters an error,
or a channel with a | ower
network delay value is
f ound.

Channel selection is
performed i ndependently
for each renpte system
Thi s inpl enentation neans
that a two-node cluster
increases its availability
t hrough the use of nore

LAN adapters, but does

not achi eve a performance
benefit by increasing the
nunber of LAN adapters
above two. Larger clusters,
however, can take advantage
of the additional LAN
adapters and thus achi eve
better cluster perfornmance.
Mul ti pl e LAN adapters can
al so increase the bandwi dth
avail abl e for use by the
LAVc protocol. However

the actual performance is
very configuration- and
appl i cati on-dependent.

Channel selection is
limted to the transmt
channel , but all channels
are used to receive data.
The receive cache hel ps

sel ection algorithm e.g.
i n PEDRI VER or in any
conmponent i npl enmenting

NI SCA.

Mul ti pl e- adapt er
Availability Summary

The mul ti pl e- adapter
LAVc support added to VMS
version 5.4-3 increases
the availability of
applications and of
the overall cluster.
Availability is increased
by renmoving the LAN
adapter as a single
poi nt of failure. Cluster
availability is enhanced
t hrough continuous testing
of the network paths and
correction for network
t opol ogy changes.

Thi s inplenentation

al so increases network
utilization and cluster
performance by taking ful
advant age of a channel's
characteristics. Larger
receive ring sizes reduce
t he protocol handshaki ng
over head. Moreover, | arger
packet sizes reduce the
nunber of messages that
nmust be sent for |arge
transfers.

The next section discusses
how t he PEDRI VER det ects
network del ays and sel ects

al ternate paths.

Net wor k Del ay Detection

VMS version 5.4-3



prevent retransm ssion

by the renote system by
pl aci ng nmessages received
out of order into the
recei ve cache until the
previ ous messages are
received. This receive
algorithmis conpatible
with any transmit channe

Digital Technica

i ncreases application
availability by detecting
signi ficant network del ays
and selecting alternate
paths. As the network

gets busy, it becones nore
difficult for a LAVc node
to send cluster nessages.
These del ays in network
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communi cations cause del ays
in cluster traffic and
translate into delays in
the applications. Thus,

t hrough del ay detection and
the use of alternate paths,
VMS version 5.4-3 reduces
the del ays for applications
and increases overall
cluster performnce.
Assunptions and Del ay

Cal cul ati ons

PEDRI VER conput es net wor k
del ays through a series of
assunptions. The primry
assunptions are that the
transnmt and receive del ays
for a path are equal
and that there are snmall
i nternal del ays associ at ed
with the LAN device.

Al t hough these assunpti ons
are occasionally invalid,
PEDRI VER uses them because
there are no round-trip
nmessages available in the
NI SCA protocol to conpute
t he del ay.

As the first step in the
del ay cal cul ation for each
channel between nodes,
each node tinme-stanps
the HELLO nessage j ust
prior to transm ssion.
When the HELLO nessage is
received, the tinme stanp
is subtracted fromthe
| ocal systemtine. This
resul ting val ue equal s
the sum of the transmt
queue del ay, the network
del ay, the receive queue
del ay, and the difference

in the two systemtines.

Area VAXcl uster Systens

The second step of the
delay calculation is to
conpare the delay tines
bet ween different channels
to the sane renote system
This comparison is a
subtraction of the val ues
conput ed above for each
channel . The conputation
renoves the comon factor
(the difference in the two
systemtinmes) and results
in the conparison of the
two network del ays. Wen
nmul ti pl e channel s exi st,
PEDRI VER attenpts to use
t he channel with the | owest
net wor k del ay val ue.

Probl ems and Benefits
Associ ated with the
Assunpti ons

The assunptions in the

net work del ay cal cul ation
do not always hold true.
The arbitration delay to
transnmt a nmessage on the
Et hernet, between a pair

of systens, is not always
equal in both directions.
Over the long term this
assunption would be valid
if the systens are sending
t he sane nunber of nessages
in each direction; however,
this is not typically the
case. Wien this assunption
does not hold true, i.e.

if the transmit delay is

| onger than the receive

del ay, then additiona
delay is introduced when
transmitti ng nessages using
t hi s channel

The assunption that



Appl ying the assunptions
reduces this value to the
sum of the network del ay
and the difference in the
two systemtines.

10 Digital Technical Journal Vol.

i nternal delays are snall
depends upon the network
traffic and the transmt

traffic generated for an
adapter by the other LAN
clients. If another LAN

client is a heavy user of
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a particular LAN adapter,
then transm ssions from
this adapter experience
addi ti onal queue del ays
while waiting for the
adapter. If the network
is busy, nessages in the
transmt queue have an
addi ti onal wait.

Finally, the network del ay

conmputed is the del ay
fromthe renpte system

to the | ocal system Since
the delay is not always
symretric, it does not

al ways represent the del ay
in the other direction,
i.e., transmtting nessages
to the renpte system Yet,
because the N SCA prot ocol
does not have any round-
trip nmessages, this is the
best possi bl e del ay val ue.

Even with these problens

in the assunptions, the
network del ay cal cul ati ons
i ncrease the availability
of the cluster by detecting

LAVc Network Failure Analysis

VMS version 5.4-3 uses
mul ti pl e LAN adapters to
i ncrease availability by
wor ki ng around networ k
del ays and fail ures.
Channel s fail as network
failures occur, reducing
the availability provided
by these extra channels.
However, the VC renuains
open, allow ng cluster

| arge network delays. Wth
this data, PEDRIVER is
usually able to sel ect
alternate paths around

the network del ays

when rultiple channels

exi st, providing better
cluster performance and

availability.

Figure 1 represents an
exanpl e of network del ay
detection. If LAN segnment A
is very busy, then PEDRI VER
can detect an additiona
network delay for channels
Al-Bl, Al-B2, and A2-Bl.
PEDRI VER can t hen sel ect
an alternate path, that
is, transmt packets only
on channel A2-B2. Use of
channel s Al-Bl1, Al-B2, and
A2-Bl1 can resume when the

network traffic | evel on

LAN segnent A is reduced
to about the level of LAN
segnent B, or if channe
A2-B2 fails.

hel ping to | ocate the cause
of the failure. Also, as
the cluster configuration
gets larger, or the nunber
of LAN adapters increases,
channel failure nessages

i ncrease (dependi ng on what
conmponent failed) beyond
the point where they are
hel pful. Yet to maintain
cluster availability, the
system or networ k manager



comuni cation as |ong as
a single channel renmins
open.

To mai ntain conpatibility
Wi th previous VMS versions,
only VC failures are
di spl ayed on the | oca
consol e. Displ aying
nmessages about channe
failures would only
i ndicate a problem wi t hout

Digital Technica

needs to be told of the
channel failures that are
reducing the availability.

The LAVc network failure
anal ysis, introduced with
VMS version 5.4-3, is used
to anal yze the network
failures and display the
OPCOM nessages that cal
out the failing network
conmponent. This support
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requires a description of
t he physical network used
for LAVc conmmuni cati ons.
Dependi ng upon the
description supplied,

the system or network
manager can sel ect the

| evel of failure reporting.
This | evel may range from
channel failure reporting
to calling out the actua
conponent that fail ed.

Di spl ay of Channel Fail ures

There is a significant

di fference between

di spl ayi ng the channe
failures and performng
LAVc failure analysis.

This difference is shown in
Figure 2, which represents
a multiple-adapter LAVC
configuration.
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Looki ng from system VAX
A, the follow ng channels
exist: Al-A2, A2-Al, Al-

Bl, Al-B2, A2-Bl, A2-B2,
Al-Cl, Al-C2, A2-C1l, A2-C2,
Al-D1, Al1-D2, A2-D1, and
A2-D2. Let us assune that
DELNI B fails, causing the
foll owi ng channel failures:
Al-Cl1, A2-C1, Al1-D1, and
A2-D1. A display of channe
failures woul d show t hat
some interesting event

had just occurred but
woul d leave it up to the
system or networ k manager
to isolate the actual
failure. Also, since other
channels are still open
to VAX C and VAX D (Al-C2,
A2-C2, Al-D2, and A2-D2),
t hese nodes still renmin
in the cluster. However,
t he nunber of channels
to these nodes has been
hal ved, reducing cluster
availability.

LAVc network failure
anal ysis uses the physica
network description to
anal yze channel fail ures.
The worki ng channel Al-

C2 indicates that VAX A,
Al, DELNI A, LAN segment
A, Ethernet-to-Ethernet
LAN bri dge, LAN segnent
B, DELNI D, C2, and VAX
C function. The working
channel A2-D2 indicates
that A2, DELNI C, D2,
and VAX D al so function.
The remai ni ng conponents
are DELNI B, Cl1, and

causing the failure and is
the only network conponent
di spl ayed on the consol e.

In this small cluster
configuration, LAVC
network failure analysis
has reduced the nessages
di spl ayed, i.e., from
four channel failure
nmessages to one conponent
failure nessage. This
si nmpl er display provides
timely notification
and better isolation
of network conponent
failures, allow ng the
system or networ k manager
to repair the network
earlier and restore the
full availability of the
cluster.

Physi cal Network
Description

LAVc network failure
anal ysis requires a
description of the physica
network. This description
lists the conmponents used
by the LAVc and the network
pat hs that correspond to
t he LAVc channel s.

The networ k conponent
description consists of
several pieces of data,

i ncl udi ng a conponent

type and text description
provi ded by the system

or network manager. Some
conmponent types will
require additional data.
There are several types of
net wor k conmponents: NODE



D1. By review ng the
failing channels for commn
failures, we see that two
channel s use conponent Cl1,
two channel s use conponent
D1, and all four channels
use conmponent DELNI B
Therefore, DELNI B has

t he hi ghest probability of

Digital Technica

ADAPTER, COMPONENT, and
CLOUD. Each NODE conponent
requi res a uni que node nane
associated with it that

mat ches t he SCSNODE SYSGEN
par anet er. The ADAPTER
conponent has at | east

one and sonetines two LAN
addresses associated with
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it. One LAN address is the
har dwar e address and the

ot her, when specified, is

t he DECnet LAN address.
COVPONENTs are used to
describe all pieces of the
net wor k, both working and
nonwor ki ng. CLOUDs descri be
portions of the network
that are working only if
all paths are working. Any
path failure inplies that
the CLOUD conponent nmay not
be wor ki ng.

Conmponent descriptions can
range from actual devices
and cables to interna
CPU bus adapters. \Wen the
conmponent is defined, an
ID value is returned for
use in the network path
description. The choice of
t he conponents descri bed
is left to the system or
net wor k manager and al |l ows
t he manager to select the
desired | evel of network
anal ysis. Each network
conmponent has a reference
count and a working count.
The reference count is
i ncrenented when a network
path is defined that
utilizes the network
conmponent. The worKi ng
count is incremented each
time a LAVc channel is
opened, and decrenented
each tinme an open LAVc
channel is closed.

The network path
description consists of a
directed |ist of conponent
identifier (ID) val ues.

Area VAXcl uster Systens

using this path. The fina
conmponent | D value is that
of the renote node.

Each network path
description nmust contain
two node | D val ues and
two adapter |D val ues.
be useful for analysis,
the path description nust
contain the node ID val ue
for the node running the
anal ysis. Wthout this node
I D val ue, the path cannot
be matched with any of the

To

LAVc channels on that node.
Channel Mappi ng and

Processi ng

The network path
descriptions are matched
with the LAVc channel s by
usi ng the LAN addresses.

If possible, only the LAN
har dware address is used
for the mapping function.
Thi s mappi ng provi des the
best anal ysis because

it remains constant with
respect to any LAN adapter.
In clusters running m xed
VMS versions, the LAN

har dwar e address is not
avail abl e for systens
runni ng a version prior

to VM5 version 5.4-3. In
prior versions, the DECnet
LAN address is used for the
mappi ng function.

Each time a LAVc channe
i s opened, the network path

dat abase is searched to

| ocate a matchi ng network
path description. |f
found, this description



For proper analysis, this
list nmust start with the ID
value for the | ocal node.
Each successive ID value in
the list nust be associated
with the next network
conmponent through which

a nmessage woul d travel when

14 Digital Technical Journa

is connected to the
channel and a scan of

all the conponents in

the path is perforned.

For each conponent in the
path, the working count
is incremented. If the
conmponent switches from

No. 3 Summer 1991



Syst ens

New Avail ability Features of Local Area VAXcl uster

not working to worKking,
then a WORKI NG nessage i s
di spl ayed.

VWen a LAVc channel fails,
t he correspondi ng network

path is placed on a failure

list. The network path
is then scanned and the
wor ki ng count for each
conmponent is decrenented.

Fai l ure Anal ysis

Rel at ed channel failures
are col |l ected by del ayi ng
10 seconds follow ng the
channel failure. Each
channel failure extends
the tine delay to the ful
10 seconds. Once the 10-
second del ay has el apsed
following the | ast channe

failure, the full list of
failing network paths is
processed.

Computing the failure
probabilities begins by
revi ewi ng each of the
conmponents in the network
path. If a conponent
cannot be proven to work,
then it is placed on
the suspect |ist and the
conmponent's suspect count

is incremented. A conponent

is working if the working
count is non-zero; a CLOUD

conmponent is working if
t he working count equals
the reference count. This
step ends with a list of
suspect conponents, each
with a suspect count that
represents the nunber of

and a primary suspect is
sel ected. The prinmary
suspect is the first
conmponent with the highest
suspect count in the
network path. Secondary
suspects are the other
conmponents in the network
path with the same suspect
count value. The primry
and secondary suspects
are displayed after al

t he network paths have
been revi ewed. The ot her
conmponents in the suspect
list are removed from

the Iist, and are not

di spl ayed because the
failure anal ysis judged
themto be unrelated to any
of the channel failures.

There are severa
l[imtations to the
failure analysis. The
anal ysis requires an
accurate description of
t he physical network.

The failure analysis is

al so | ooking for a common
net wor k component failure.
Therefore, an incorrect
anal ysis results from

ei ther an inaccurate

net wor k descri ption,
multiple related failures,
or too nuch detail

The key to a valid network
failure analysis is the
correct description of
t he physical network. In
Figure 2, if the network
path Al-Bl incorrectly
listed DELNI B, then the



times this conmponent coul d
have caused the failure.
Suspects are sel ected

by conparing the suspect
counts for each of the
conmponents in a network
pat h. Each network path

is reviewed i ndependently
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failure analysis would find
that DELNI B is working

and renmove it fromthe
suspect list. The fina

anal ysis would list both

Cl and D1 as the failing
conponents. Validation of
the network description

can be performed by network
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fault insertion and by

revi ewi ng the network
failure analysis. If the
description is accurate,
then the failure analysis
shoul d di spl ay the expected
messages. |f an inaccurate
network description exists,
unexpect ed nessages nmy be
di spl ayed. In such cases,
the network description
shoul d be revi ewed.

Mul tiple related failures
may al so cause an incorrect
failure analysis. Referring
again to Figure 2,
assune a correct network
description. Instead
of a DELNI B failure,
assune that both C1
and D1 have failed. The
failure anal ysis reviews
the network description
and |l ocates the single
conmponent DELNI B because
it is conmon to all of the
failures. In this case,
the failure analysis does
correctly locate the area
of the network (sonething
connected to DELN B).
However, further review
is required to identify
that DELNI B itself has not
failed, but rather both Cl
and D1.

The choi ce of the network
description, the nunber of
conmponents defined, and the
path descriptions, is left
to the system or network

manager. This choice all ows
t he manager to select the
| evel of failure reporting

Area VAXcl uster Systens

reduce the conponents to a
single failure. Instead, a
pri mary suspect and severa
secondary suspects are
usual Iy di spl ayed. Too nuch
detail also requires nore
CPU cycl es and nenory for
anal ysis, and in general is
a bad trade-off.

In Figure 2, if the
Et hernet adapter C1 fails,
and the transceiver cables

are listed in the network
description, then the
failure anal ysis displays
two nessages. The primary
suspect is listed as

the transcei ver cable
because it is the first
conponent that nmatches
the failure in the path
fromA to C. The Ethernet
adapter Cl is listed

as a secondary suspect,
because its suspect count
mat ches the suspect count
of the primary suspect.
In this exanple, there
are no network paths
descri bed that use Ethernet
adapter Cl without using
the transcei ver cable
connected between Cl1 and
DELNI B. Wth the network
descri ption provided,
there is no way to

di stingui sh between these
two conponents. Therefore,
both are displayed when
either is a primary or
secondary suspect.

Benefits
The LAVc network failure
anal ysis, conmbined with



needed to troubl eshoot an accurate description

t he network. However, of the physical network,
when the physical network enabl es the system or
description includes net wor k manager to nmintain
too nmuch detail (e.g., the increased availability
transcei ver cables), it gai ned with the use of
becomes difficult for nmul ti pl e LAN adapters.

the failure analysis to
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Timely anal ysis and
reporting of network
conmponent failures
significantly reduces
troubl eshooting tines
and increases the overal

cluster availability.

Summary

VMS version 5.4-3 increases

the availability of

Local Area VAXcl uster
configurations by providing
the foll owi ng features:

o Faster detection of
channel failures

o Support for the use of
nmul ti pl e adapters

o Support for the use of
addi ti onal network paths

o Detection of network
congestion

o Analysis of network
failures

The goal s of these features
are to

o Provide higher cluster
availability

o Work around network
congesti on and network
conmponent failures while
keepi ng the cluster
runni ng

o Detect problens earlier
and report them nore
accurately, with network
data that hel ps isolate
the failing network
conmponent s

In addition to neeting
these goals, the features
in VMS version 5.4-3
i ncrease the cluster
comruni cati on bandw dt h.
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