Overview of Digital's Open Networking

1 Abstract

The principal elenment of Digital's open networking fam |y of products is

t he DECnet conputer network. In its latest form DECnet supports very |large
net wor ks of nore than 100,000 nodes and incorporates industry standards
such as OSI and TCP/IP. To neet the design goals of the Digital Network
Architecture, the structure of DECnet is divided into |layers with defined
rel ati onshi ps between layers. Since its introduction in 1974, DECnet has
evolved in parallel with the standards for open networking. Digital has
contributed to the formati on of networking standards, and the standards
have, in turn, influenced the design of DECnet.

In 1974, Digital shipped the industry's first general - purpose networking
product for distributed conmputing. The DECnet conputer network was the
enbodi ment of the vision that small systens working together could becone
an alternative to mainframe conputing. Prior to that tinme, networking
products had been ainmed at solving sonme specific problemand had often
been closely integrated with a particular application. In contrast,

DECnet all owed any application to share data with all others. Wereas
previ ous networking products in the industry had concentrated on connecting
termnals to hosts, DECnet provided peer-to-peer networking for the first
time. By doing this, it anticipated the client/server conputing style that
i s now commonpl ace and established client/server conputing as a viable
approach

DECnet built on work that had been done in the research community. The

i nternet protocol, funded by the Advanced Research Projects Agency (ARPA),
was of particular relevance.[1l] This too was ainmed at providi ng general -
purpose distributed conmputing and | ater evolved into the well-known TCP/IP
(transm ssion control protocol/internet protocol) protocol suite. In 1974,
however, it was still a research topic.

In the same year, International Business Machi nes Corporation announced

its Systens Network Architecture (SNA).[2] The conpari son between SNA

and DECnet is interesting because SNA was desi ghed, not surprisingly, to
support mai nframe conputing. It focused principally on connecting nany
relatively unintelligent devices, such as termnals and renote job entry
stations, into a single conputer. Only after several years did SNA all ow
nore than one mainfrane to exist in the sane network. Its original goal was
to address the proliferation of application-specific protocols that all owed
a terminal connected to the network to use one application only.

Thi s paper presents a short history of the DECnet networking product,
defining each phase of its evolution in terns of its contribution to



distributed conputing. It explores the devel opnent of DECnet Phase V, the
current inplenmentation, and discusses the principles of Digital's |ayered
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architecture. The paper then describes the |ayers of DECnet, the inportance
of nami ng services, and the role of network managenent.

2 A Short Hi story of DECnet

The devel opnment of DECnet has proceeded by phases. Each phase has
represented a nmajor step in the evolution of the product famly. The
initial products, later referred to as Phase |, reveal ed sone unexpected
problenms in building a range of products across different systens that
woul d all work together. One of the consequences was the creation of a

di stinct Network Architecture Goup. Their job was to produce detail ed
speci fications of the protocols and interfaces to be used wi thout
constraining the inplenenters to build products in sonme particular way.

At that tinme, software portability was practically unheard of, and each

di fferent hardware or software environnment had its own conpletely separate
i mpl ementation. Phase |l of DECnet, introduced in 1978, provided ful
interoperability between the different inplenentations, thanks to adherence
to a rigorously specified architecture.

At this stage, systens still had to be directly connected to each other

if they were to comuni cate. Phase |11, which appeared in 1981, introduced
the ability to route nmessages through any nunmber of |inks and internediate
systenms to reach a destination. DECnhet again used a technique fromthe
research networks, a dynam c adaptive routing algorithm which conputed the
best route to a destination automatically as the physical connectivity of
the network changed. Conpeting products at the tinme (such as SNA) required
routes to be conputed and entered manual |y, including backup routes for use
in the event of failure of a link or a systemin the network.

Phase 111 also included full renmpte managenent and refl ected the gradua
energence of standards for conputer networking by supporting X 25 packet
swi tching networks as one neans for connecting systens.[3] A Phase ||
network could contain up to 255 nodes.

The invention of |ocal area networks (LANs), and in particular the

Et hernet, was to have a huge inpact on the use of networking.[4] For the
first tine it was cheap and sinple to connect a systemto the network.

Prior to LANs, only wi de area network technol ogy was used, even when the
systenms were physically next to each other. DECnet Phase |V, which appeared
in 1984, added support for the Ethernet and all owed networks to contain up
to 64, 000 nodes.

3 The Evol ution of Open NetworKking
When DECnet appeared in 1974, all its networking protocols were

“proprietary,"” that is, they had been devel oped by Digital and rengi ned
under Digital's control. At that time there were no standards or publicly



defined network protocols. Wrk on standards for this purpose began
during the 1970s, and in 1978 the Conité Consultatif Internationale de
Tél égraphi que et Tél éphoni que (CCITT) published its Reconmendation X. 25.[ 3]
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Thi s docunment defined a standard way of connecting a conmputer to a network
that would pernit free comruni cati on between all attached conputers. X 25
networks were typically expected to be provided by a public carrier such as
a tel ephone conpany.

The appearance of this standard pronpted the question, "Now that our
conputers can talk to each other, what are they going to say?". Sinply
permtting themto send data to each other was of no use unless they could
al so understand it and nmeke sone use of it. DECnet, for exanple, included
protocols for transferring files and for renote term nal access as well as
the base protocols for transferring data.

Thus the i dea of open systens interconnection (OSI) was born. OSI was

the nost anbitious effort in the history of standards. Its goal was to
devel op a conplete set of standard protocols that would allow conputers

not only to exchange data but also to nake neaningful use of it in their
applications. The work was undertaken by the International Organization

for Standardi zation (1SO). This organization has representatives from al
maj or countries and is thus able to draw upon their extensive experience in
research and conmerci al networKki ng.

By 1984, when DECnet Phase |V becane avail able, the work on OSI had nade
substantial progress. The architectural nodel had been published as an

i nternational standard, and standardi zati on of many of the protocols

was at an advanced stage.[5] It was al so beconming clear that the future
of conputer networks depended on the ability to comunicate without
regard to who was the supplier of a system Ad hoc solutions, such as the
DECnet / SNA gat eway, existed for comruni cati on between different network
architectures.[6] OSI, however, held the prom se of being a genera
solution. It was feared that the alternative to OSI would be the adoption
of a vendor-specific architecture as a de facto solution, and that that
architecture would i nevitably be SNA. The internet fam |y of protocols,
colloquially known as TCP/IP, had not yet beconme the force it is today.[7]

Det ai | ed examination of the OSI protocols showed that they fornmed a
suitabl e basis for the evolution of DEChet. This was not surprising, since
the I SO had incorporated Digital's basic concepts into OSlI, rather than
the different ideas put forth by the public network operators. A nunber of
deficiencies were identified, but these could be renedied by contributing
nore of Digital's technology to the standards process. For exanpl e,

all the network-layer routing protocols used in OSI were contributed by
Digital. Thus the decision was nmade that the next phase of DECnet, Phase V,
woul d use the OSI standards as nmuch as possible. The existing proprietary
protocols would be retained only for the purpose of backward conpatibility.

During the devel opment of the architecture and products for Phase V,
anot her event of great significance took place. During the 1980s, TCP/IP



energed as an alternative solution for open networking. This devel opnent
was pronpted by the explosion in the use of workstations based on the UN X
system styl e of conputing. The architectural nodel of Phase V all owed

a relatively straightforward integration of these protocols into the
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products, although a great deal of necessary software was witten. Since
OSI and TCP/I P were never designed to work together, allowing themto
coexist in the same network demanded considerable creativity.[8]

4 Coal s of DECnet Phase V
The desi gn of DECnet Phase V had three principal goals:

o To allow networks to grow to be very large, with one mllion systens as
a practical target

0 To use standard protocols to the maxi mum extent possible

0 To support a distributed-system node of operation in which the systens
cooperate nmore closely than in traditional networking

The 64, 000-node size limt of Phase |V was far from posing a practica
problemin 1984, but it was then foreseen that conputer networks in |arge
enterprises woul d approach this Iimt by the end of the decade. I|ndeed,
this happened with Digital's internal network, which grewto over 100,000
nodes on Phase IV with the use of innovative managenent techni ques. The
node size limtation was inposed primarily by the size of the addresses
used, which was 16 bits. Addresses in OSI networks can be as |long as

20 bytes, which renpves the imediate Iimtation. Very |arge networks,
however, need nore than | arge addresses to support 100,000 nodes or nore.
For exanple, the Phase IV routing algorithmhas certain inherent weaknesses
that start to appear for networks at the Phase IV size limt. For this
reason, Phase V enploys a different routing algorithm which readily
supports networks of mllions of nodes.[9] This al gorithm has subsequently
been adopted as the international standard for routing in OSI networks and,
with nodifications, for TCP/IP networks.[ 10, 11].

Managenment of very | arge networks al so requires special attention. DECnet
has al ways provided a high degree of automated managenent conpared to other
network architectures, but as a network increases in size, the burden

of tracking the configuration increases disproportionately. Assigning
addresses to nodes was a manual procedure in Phase |V, and nmintaining

t he correspondence between node nanmes and their addresses was perforned
separately in each system A goal for Phase V was to provide a robust,

di stributed nam ng service throughout the network. Furthernore, nodes woul d
be allowed to generate their own addresses in a reliable and unanmbi guous
way and to register thenselves in this naming service. Thus a new system
can be connected to the network without any administrative procedure, if
network security policies permt.

At a nore detailed level, the architecture has a set of goals that have
evol ved over time to include the foll ow ng.



o Conceal network operation fromthe user. The internal operation of a
| arge network is inevitably conplex, but to the user it should appear
si mpl e.

0 Support a wi de range of applications.
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0 Support a wi de range of comunications facilities: LANs, wi de area
| eased |ines, X 25 networks, etc.

0 Support a wi de range of network topol ogies.

0 Use standards wherever feasible rather than proprietary protocols. For
cases in which standards are evolving but are not yet finished, ensure
that future migration is as snooth as possible.

o Require mni mum managenent intervention

o Be manageable. Not all functions can be autonated; for exanple,
some depend on the organi zati onal policy of the user. In such cases
managenment shoul d be as sinple as possible and should not inpose any
particul ar style of managenent.

o Permt growth without disruption.

o Permt mgration between versions. Each phase of DECnhet is guaranteed
to work with the next and previ ous phases, so that the systens in the
network can be upgraded over a long period. It would be inconceivable to
upgrade thousands of systens overnight.

0 Be extensible to new devel opnents in technol ogy.

o Be highly available in the face of line or systemfailure or even, to
the extent possible, operator error.

o Be highly distributed. The najor functions of the Digital Network
Architecture (DNA), such as routing and network nanagenent, are not
centralized in a single systemin the network. This in turn increases
availability.

o Allow for security functions, such as authentication of renpte users and
access control

5 Architectural Principles

DNA is a | ayered architecture. The necessary functions are divided into
related and | ogically coherent groups called |layers. The |layers are built
on top of one another, so that each | ayer makes use of services provided by
the one belowit. To neet the goals of DNA, particularly those relating to
flexibility, the structure of a |ayered architecture is essenti al

Figure 1 illustrates the principles of a layer in the term nology of the
0S|I reference nodel .[5] These principles apply to any layer; in Figure 1
they are shown applied to the transport |ayer. Each comruni cati ng system



contains its own el enent of the layer, called the transport entity. These
entities conmunicate with each other through the transport protocol. This
protocol is conveyed using the services of the next |ower layer, in this
case, the network |layer. For this purpose the nost inportant service is the
one that conveys data without regard to its contents. Qther services are

al so provided, for exanple, connection managenent services. The transport

| ayer al so provides a well-defined transport service to its user, in this
case, the session |layer. The detail ed mechani sns and protocols of the |ayer
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are hidden fromthe | ayers above and bel ow, so that the | ayer above sees
only a well-defined service.

Thi s i ndependence of the mechani sns used permts substantial changes to

be made to the nechanisns and protocols of a layer without affecting the
adj acent layers. This very inportant property is called |ayer independence.
It has been extensively exploited in the devel opnent of DECnet to all ow
protocols to be enhanced or even conpletely replaced.

The principles of |ayered architecture were defined in a rigorous way by
the OSI reference nodel, building on previous work such as DECnet and the
TCP/ I P protocol fanmily. The original |ayer structure of DNA was defined

in Phase | and has changed only a little since then. It corresponds to the
| ower layers of OSI as well as the layers of TCP/IP.

6 The Layers of DECnet

Figure 2 shows the |ayers of DECnet Phase V. The |lower |ayers are the

physi cal, data |ink, network, and transport |ayers. They provide a

uni versal, reliable service for noving data from one systemto another

Many different underlying nmeans of physical conmunication can be used, with
their associated protocols, including:

o Ethernet LANs and the equival ent standard (| EEE 802.3, | SO 8802-3)

o Token ring LANs (I EEE 802.5)

0o Wde area links running over |eased |inks at any appropriate speed

0 X.25 wi de area networks

The network and transport |ayers unify the service provided by these

di sparat e physical networks and all ow comuni cati on across any m xture
of different facilities.

Protocols fromdifferent protocol suites may be used, including OSI, TCP
/1P, and DECnet Phase |V, but the structure of the layers is the sane in
each case. This facilitates interworking in m xed-protocol networks.

The upper | ayers of DECnet, the session, presentation, and application

| ayers, meke use of the reliable transport service to provide application-
oriented functions, such as file transfer or electronic mail. Again,
different protocol suites are supported, although in this case there are

hi storical reasons for the different |ayer structures that exist.

The Physical Layer



The physical layer is concerned essentially with the electrical or
ot her physical aspects of conmunication. It converts electrical or other
signaling into binary data (i.e., bits) and vice versa
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In DECnet, this |layer has always been viewed as the province of standards
for devices such as nodens and LANs. These standards may have an extrenely
conplicated internal structure, as is the case for sone of the energing

hi gh- speed, wi de area network standards, but this conplexity is not visible
to the | ayers above.

The Data Link Layer

The data link | ayer provides a reliable comunication path between
directly connected systens in the network. Its protocols can detect

errors introduced by the physical |ayer (for exanple, fromelectrica

di sturbance). For nedia known to exhibit a high error rate, such as anal og
links, the data link [ayer also provides error-correcting nmechani sns.

DECnet supports a variety of protocols in the data |ink |ayer, depending
on the nature of the physical Iink and the need to acconmpdate existing
t echnol ogi es.

The Network Layer

The network | ayer provides the neans to nove data from one systemto

anot her, without regard to the nature of the connections between them

It finds a route through nultiple systens and physical paths as necessary
for any particular pair of comrunicating systems. In DECnhet, systens that
nove data through the network wi thout being involved in the details of the
conmuni cation are called routers.

A key elenment in this layer is the network address. Every systemin the
network has a uni que address. Every system can comrunicate with every other
systemin the network, whether it is adjacent or |ocated on the other side
of the world. OSI provides an addressing schene that allows every systemin
the world to have a unique address.[12] It nmay al so give sonme hints to find
a route to the system Previous versions of DECnet (Phase |V and before)
used a different addressing schene. Phase V includes a way to map these
addresses into the OSI schene.

In addition to protocols for carrying user data between conmuni cating
systenms, the network |ayer al so contains protocols for finding routes

bet ween systens. The routing protocols used in DECnet Phase V are

i nternational standards, but the technol ogy was devel oped by Digital and
subsequently subnmitted to the rel evant standards organi zations.[10, 11, 13]

The network | ayer has a conplex internal structure that allows one network
to use the connections provided by another. For exanple, some of the |inks
in a DECnet network may be provided by a public X 25 network, which is also
providing links in other private networks.
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The Transport Layer

The transport |ayer provides a reliable end-to-end service between two
comuni cating systenms, concealing fromits users the detailed way in
which this is achieved. Unlike the layers belowit, the transport |ayer
is present only in the end systens communicating with each other. Thus it
allows the end systens to take full responsibility for the quality of the
comuni cations. The functions of the transport |ayer include

0 Recovery fromdata | oss, for exanple, when the network layer fails to
deliver a packet due to congestion

o Flowcontrol, so that the transmtter does not send data into the
network faster than the receiver can accept it

0 Segnentation and reassenbly of user nmessages, so that the necessary
di vision of data into distinct nmessages sent through the network does
not limt the size of nmessages as seen by the user

o Congestion avoi dance, so that data transmtters can adjust their rate of
transmi ssion into the network in reaction to congestion indications from
the network | ayer

DECnet supports three protocols in the transport |ayer: the network
services protocol (NSP), defined for previous phases of DECnet; the CSI
transport protocol; and TCP fromthe internet protocol suite.[7, 14]

Upper Layer Protocols

The OSI nodel defines three distinct |ayers above the transport |ayer: the
sessi on, presentation, and application |ayers.

0 The session |ayer organizes the structure of nessage exchanges. For
exanple, it provides hal f-duplex semantics and all ows checkpoints to be
established for recovery fromsystemfailure.

0 The presentation |ayer deals with the existence of different data
representations in different systens. It allows a mutually acceptable
transfer syntax to be established which each conmuni cati ng systemwi ||
be able to convert to and fromits internal representation

o The application |ayer contains protocol elenments specific to a
particul ar application, such as file transfer. It also provides a
structure that allows applications to be built that use nultiple
protocols in a coordinated fashion.

The DECnet Phase |V and TCP/ I P protocol stacks, which are al so supported by



DECnet Phase V, do not have this structure. Rather, the functions of the
session and presentation layers are built into the application protocols as
needed.

All three protocol suites support a wide variety of applications, in
addition to allowing a user the flexibility to devel op custom applications.
Typi cal applications include

o File transfer and access
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o Virtual termna
o Electronic mail
0 Renote procedure calls
7 Nanming Services

The protocols in the lower |ayers operate in terns of addresses which

are, for practical purposes, sinply bit strings. Their format is heavily
constrai ned by the protocols, and their value is constrained by the network
t opol ogy or hardware. These addresses are not at all user friendly, nor are
they intended to be. The human users of a network need access in terns of
sonmet hi ng which they can renenber and which makes sense to them which is
to say a nanme. Conputers in the network therefore need to be able to take a
name and change it to an address, and vice versa for incom ng traffic.

DECnet Phase IV had a very sinple approach to this problem Since it

was ained at small- to nediumsized networks, it was practical for each
systemto store the conplete set of names and addresses. Administrative
procedures, such as regular file transfers, could be used to ensure that
all systens were kept up-to-date.

DECnet Phase V was designed to allow nmuch |arger networks to be built,
while both OSI and TCP/IP are designed to support networks on a gl oba
scal e. The administrative problenms and storage requirenents of the Phase |V
approach nake it unusable for very large networks. A further conplication
ari ses as networks span nultiple organizations, since no single centra

site can have nanagenent responsibility for the conplete set of nanes.
Therefore, a different approach is needed.

The limtations of the Phase |V approach were recogni zed when this version
of DECnet was in the design phase, and work was started on the Digita

Di stributed Nanme Service (DECdns). DECdns has been avail able as an optiona
conmponent of DECnet Phase IV for sonme tinme. It provides

o Distribution: Al nanming informati on does not have to be stored at a
single point in the network.

0 Replication: Information can be held in nore than one place, givVing
resilience in the face of systemor network failures.

o Dynanic updating: Information can be changed at any tine.

o Autonmatic updating: Changed or new information is automatically
propagat ed t hroughout the network.



o Hierarchical nam ng: A nane can have multiple conponents to reflect an
admi nistrative or other organizational structure.
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The devel opnent of the DECnet and DECdns products has been closely linked,
and each is designed to nake maxi mum use of the other. Wen they are used
t oget her, DECnet can provide conpl ete autoconfiguration of a new node in
the network, such that no manager or user needs explicit know edge of the
address of a node. Once a nane is assigned, the node can keep the nam ng
service up-to-date both with the initial assignnment of an address and any
subsequent changes. It is also possible for a DECnet systemto operate

wi t hout DECdns.

The TCP/I P protocol suite also includes a nam ng service, with simlar
properties to DECdns. It is called the domain nane system or DNS. At the
hi ghest | evel, nanes are assigned by a global authority to countries and to
ot her large groupings of organizations. Wthin countries, they are assigned
to particular organizations such as conpani es. These organi zati ons can then
assign nanes that may have further conponents reflecting their interna
structure.

Wrk on a naming service for OSI has | agged behind the other protoco
suites, but the nobst inportant el enments have been avail able since 1988

in a standard generally called X. 500 (after the first of a series of CCTT
recommendati ons that define the OSI directory). The X. 500 standard defines
the structure of names and the protocols to be used to access the naning
service, but it does not include the nechanisns required for automatic
updating and nmai nt enance of the service itself.[15] Work on standards for
these functions is currently at an advanced stage. Like the DNS system for
TCP/ I P, the X. 500 standard all ocates the highest |evel of the structure

to countries and then to organizations within countries. Its design pays
particular attention to the needs of electronic mail (the X. 400 protoco
famly). In contrast to DECdns and DNS, which assign nanmes to conputer
systenms, the structure of X. 500 names extends to the |evel of naning

i ndi viduals within a coherent nam ng franmework.

DECnet supports all these nam ng services, in conjunction with their
respective protocol stacks.

8 Distributed Network Managenent

In early conmputer networks, managenment was perfornmed "out of band."

This nmeant that if any comruni cati on between sites was needed to keep

the network running, some nmeans ot her than the network (for exanple,

the tel ephone) was used. It was soon realized that much of the tine,

the network itself provided the nost effective way to comrunicate
managenent information, either to investigate a problemor to nodify the
configuration. DECnet has included the ability to manage itself in this way
since Phase I11.

The nost obvious requirenment for such a schenme is a protocol that can carry



managenent information through the network. Such a protocol fits naturally
into the application layer, where it can nmake use of the services provided
by the other |ayers.
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A further requirenent is a well-defined structure for the information that
is to be conveyed. A network architecture is constantly evolving, and it
nmust be possible to add new information (for exanple, for a new kind of
data link) into the protocol

Finally, the specific information elenments, such as the fault counters to
use in conjunction with a particular protocol, nust be defi ned.

The managenent nodel and protocol used in earlier versions of DECnet were
unsui tabl e for the needs of Phase V due to the many different protoco
conmbi nations that were to be supported. Hence, a new nanagenent node

was defined. For a long tinme, this was called the Entity Mdel and was
subsequent|ly published as Digital's Enterprise Managenment Architecture
(EMA).[16] This nodel takes an object-oriented approach to nodeling the

i nformati on needed for managenment. It is conpletely flexible and is not
restricted to the managenent of the network itself; it has since been
applied to managenment of the conputer systens thensel ves.

At the sanme tinme, Digital adopted an early draft of the protocol under
devel opnent for OSI nmanagenent, the common nmanagenent information protoco
(CMP). The structure of the CMP protocol acconmodates the flexibility
al l owed in EMA.

The managenent information needed for each protocol is defined in the sanme
architecture docunment as the protocol itself. The nodul ar structure of

EMA allows this to be acconplished without conflict between managenent

i nformati on defined for different protocols. In addition to the infornmation
specific to particular protocols (such as paranmeters of the protoco
operation or counters), there are also representations of the relationship
bet ween protocol elenments, such as user to provider

EMA provides a clear distinction between two roles in the nmanagenent of

a network: the agent and the manager. The agent corresponds to the thing
bei ng managed and is part of the same system The manager is typically

el sewhere and comruni cates with the agent using the network and the
managenment protocols. The manager role is taken by user interface prograns.
These may be sinple, like the network control |anguage (NCL), a basic
command line utility appropriate for sinple networks, or they may be
extrenely powerful. DECntc, for exanple, is a Digital product that provides
the facilities appropriate to the managenent of networks throughout an
enterprise.

If the network is being used to manage itself, the possibility exists for
a kind of "deadly enmbrace,"” in which the comrunication path needed to fix
a problemis itself unavailable due to that same problem DECnet has been
designed to mnimze the likelihood and practical inpact of this risk.

The operation of the network layer is of vital inportance in this regard.



As long as a physical comunication path is working, it will virtually
al ways be able to correct a fault, even if the fault is due to a previous
i ncorrect managenent operation.
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The TCP/I P protocol suite also provides a managenent capability through the
si mpl e networ k managenent protocol (SNMP).[7] Although both the protoco

and the informati on nodel underlying it are considerably sinpler than EMA,
conparable facilities exist for many purposes. To the extent possible,
DECnet inpl enentations are designed to be nanaged through SNMP as well as

t hrough using the DECnet nmanagenent protocol.

The standards for nanagenent associated with OSI protocols are still under
devel opnent. Digital has nmade extensive contributions based on its own
architecture, and the resulting standards bear a strong resenbl ance to EMA
St andards exist for the CMP protocol and for the managenent nodel, but
speci fication of the specific el enents of managenent information needed for
particul ar protocols have yet to be conpl et ed.

9 Conclusions and Future Capability

In 1974, DECnet was the first networking product to provide general -

pur pose, peer-to-peer comruni cations. Wth the availability of Phase

V, DECnet has becone the first fully standards-based family of network
products. It incorporates all avail able standards fromthe OSI and TCP
/1P protocol suites in a way that provides the systemintegration and

the performance traditionally associated only with proprietary network
products. Achieving this mgration to standards has involved a phenonena
effort, but this price has now been paid. Technol ogy and the standards that
reflect it are in a constant state of devel opnent. The future of DECnet
will consist of relatively frequent and nodest increnental changes that

i ncorporate these new devel opnents. Already ngajor devel opnents in areas
such as nam ng (X 500), transaction processing, and managenent are finding
their way into the products.

At the same time, there is an increasing need for Digital networking
products to incorporate wi dely used, nonstandard protocols, especially
for interconnection with personal conputers and other desktop devices.
Fortunately, the nodul ar architecture devel oped for Phase V makes it
relatively easy to do this in the sane increnental fashion.

DECnet has changed out of all recognition fromits early versions, yet

it can still support the same application prograns that were built in

the 1970s, as well as client/server applications that are still enmerging.
The basi c physical technol ogy that supports networking has al so undergone
enor nous changes, from 2, 400-bit-per-second nodens to Ethernet and fi ber
distributed data interface (FDDI), yet DECnet mekes this all transparent
to the user. In another 20 years we can expect these technol ogies to have
devel oped as much again, or nore, and we can expect too that DECnet will
continue to adapt to match them
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