Hi gh- performance TCP/IP and UDP/I P Networking in DEC OSF/ 1 for Al pha AXP

1 Abstract

The conbination of the Al pha AXP workstations, the DEC FDDI controller
/ TURBCchannel network interface, the DEC OSF/1 AXP operating system and

a streanlined inplementation of the TCP/IP and UDP/IP delivers to user
applications alnost the full FDDI bandw dth of 100 Mo/s. This conbination
elimnates the network 1/0O bottleneck for distributed systens. The TCP
/1P inplenmentation includes extensions to TCP such as support for |arge
transport wi ndows for higher performance. This is particularly desirable
for higher-speed networks and/or | arge delay networks. The DEC

FDDI control | er/ TURBOchannel network interface delivers full bandwi dth to
the systemusing DMA, and it supports the patented point-to-point, full-
dupl ex FDDI nmode. Measurenment results show UDP perfornmance is conparable to
TCP. Unlike typical BSD derived systens, the UDP receive throughput to user
applications is also nmaintained at high | oad.

We have seen significant increases in the bandw dth avail able for conputer
comuni cation networks in the recent past. Conmercially avail able | oca
area networks (LANs) operate at 100 negabits per second (Md/s), and
research networks are running at greater than 1 gigabit per second (Gb

/s). Processor speeds have al so seen dramatic increases at the sane tine.
The ultimte throughput delivered to the user application, however, has not
i ncreased as rapidly. This has |l ed researchers to say that network 1/0O at
the end systemis the next bottleneck.[1]

One reason that network I/Oto the application has not scaled up as rapidly
as conmuni cation |ink bandwi dth or CPU processing speeds is that nmenory
bandwi dt h has not scaled up as rapidly even though nmenory costs have fallen
dramatically. Network I/O involves operations that are nmenory intensive

due to data nmovenent and error checking. Scaling up nmenory bandwi dth, by
maki ng nenory either wider or faster, is expensive. The result has been

an increased focus on the design and inpl enmentation of higher-perfornmance
network interfaces, the re-exam nation of the inplenentation of network
I/O, and the consideration of alternative network protocols to achieve

hi gher performance.[2, 3,4].

Thi s paper describes the work we did to renove the end system network 1/0
bottl eneck for current commercially avail abl e hi gh-speed data |inks,

such as the fiber distributed data interface (FDDI).[5,6] W used the
conventional internet protocol suite of transm ssion control protoco
/internet protocol (TCP/IP) and the user datagram protocol/internet
protocol (UDP/IP) on Al pha AXP hardware and software platforns.[7, 8, 9]
The specific hardware platformwas the DEC 3000 AXP Mbdel 500 workstation
with the DEC



FDDI control | er/ TURBOchannel adapter (DEFTA). The software platformwas the
DEC OSF/ 1 operating systemversion 1.2 using the TCP and UDP transport
protocol s. The conbi nati on of the Al pha AXP workstations, the DEFTA
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adapter, the DEC OSF/ 1 operating system and a stream ined inplenentation
of the TCP/IP and UDP/IP delivers to user applications essentially the ful
FDDI bandwi dth of 100 Mo/ s.

VWil e the DEC FDDI control |l er/ TURBOchannel network interface is | ower cost
than previous FDDI controllers, it also delivers full bandwi dth to the
system usi ng direct nenory access (DMA). In addition, it supports the

pat ented point-to-point, full-duplex FDDI node. This allows a link to

be used with 100 Mo/s in each direction sinultaneously, which increases

t hroughput in sone cases and reduces | atency conpared to the standard FDD
ri ng node.

Incremental work for data novenent and checksuns has been optinized to

t ake advantage of the Al pha AXP workstation architecture, including

64-bit support, wi der cache |ines, and the coherence of cache bl ocks

with DMA. Included in the TCP/IP inplenmentation are extensions to TCP
recently reconmmended by the Internet Engineering Task Force (IETF), such
as support for large transport wi ndows for higher performance.[10] This is
particul arly desirable for high-speed networks and/or |arge del ay networks.

We feel that good overl oad behavior is also inportant. Wrkstations as wel
as hosts acting as servers see substantial |oad due to network 1/0O. Typica
i mpl ementations of UDP/IP in systens based on the UNI X operating system
are prone to degradation in throughput delivered to the application as
the received load of traffic to the systemincreases beyond its capacity.
Even when transnmitting UDP/IP packets froma peer transmtter with sinilar
capabilities, the receiver experiences considerable packet loss. In

some cases, systens reach receive "livelock," a situation in which a
station is only involved in processing interrupts for received packets

or only partially processing received packets w thout making forward
progress in delivering packets to the user application.[11] Changes to
the inmplenmentation of UDP/IP and al gorithns incorporated in the DEFTA
device driver renopve this type of congestion |oss at the end system under
heavy receive |oad. These changes also elinmnate unfairness in allocation
of processing resources, which results in starvation (e.g., starving the
transmt path of resources).

The next section of this paper discusses the characteristics of the Alpha
AXP wor kstations, the DEC OSF/ 1 operating system and the two primary
transport protocols in the internet protocol suite, TCP and UDP. W provide
an overview of the inplenentation of network I/Oin a typical UN X system
usi ng the Berkel ey Software Distribution (BSD) to notivate several of the

i mpl enment ati on enhancenments described in the paper.[12]

The section on Performance Enhancenments and Measurenments Results then
descri bes the specific inplenentation enhancenents incorporated in the
DEC OSF/ 1 operating systemversion 1.2 to inprove the performance of



TCP and UDP. This section also provides neasurenment results for TCP and
UDP wi th DEC 3000 AXP workstations running DEC OSF/1 version 1.2 in a
few different configurations. Also included are neasurenments with TCP
and UDP with Digital's patented full-duplex nmode for FDDI, which can
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potentially increase throughput and reduce latency in FDDI LANs with

poi nt-to-point |inks (which can also be used in switched FDDI LANs). A
few i npl ementation ideas currently under study are also presented in the
section on Experinmental Work.

2 System Characteristics

The project to inprove the inplementation of Digital's TCP/IP and UDP

/1P (the internet protocol suite) networking was targeted on the DEC

3000 AXP Model 500 workstation, running the DEC OSF/ 1 operating system
version 1.2. Since we were interested in achieving the highest perfornmance
possible on a commercially avail able data |ink, we chose FDDI, and used the
DEC FDDI control | er/ TURBOchannel adapter (DEFTA) to conmuni cate between

the Al pha AXP workstations. In this section, we describe the features

of the workstations, relevant characteristics of FDDI, the internet
protocol suite, and the DEC OSF/ 1 operating systemitself, relative to

the networking inplenentation. The architectural features of the Al pha AXP
wor kstations as well as the DEC FDDI control |l er/ TURBOchannel adapter are
shown in Figure 1.

The Al pha AXP System

The Al pha AXP workstation, DEC 3000 AXP Mbdel 500 was chosen for our
research. The systemis built around Digital's 21064 64-bit, reduced

i nstruction set conmputer (RISC) microprocessor

Digital's 21064 M croprocessor. The DECchip 21064 CPU chip is a RI SC

nm croprocessor that is fully pipelined and capabl e of issuing two

i nstructions per clock cycle.[13,14] The DECchip 21064 m croprocessor can
execute up to 400 mllion operations per second. The chip includes

0 An 8-kb direct-mapped instruction cache with a 32-byte line size

0 An 8-kb direct-mpped data cache with a 32-byte |ine size

o Two associated translation buffers

o A four-entry (32-byte-per-entry) wite buffer

(@)

A pipelined 64-bit integer execution unit with a 32-entry register file
o A pipelined floating-point unit with an additional 32 registers

The DEC 3000 AXP Mbdel 500 Workstation. The DEC 3000 AXP Mbdel 500

wor kstation is built around the DECchip 21064 ni croprocessor running

at 150 negahertz (MHz).[15] In addition to the on-chip caches, there is
an on-board second-1evel cache of 512 kil obytes (kB). Main nmenory can



be from32 MBto 256 MB (1 GB with 16 MB dynam ¢ random access nenories

[ DRAMs] ). The nmenory bus is 256 bits plus error-correcting code (ECC) wi de
and has a bandwi dth of 114 MB/s. Standard on the systemis also a 10-M/s
Et hernet interface (LANCE). For connection to external peripherals there
is an on-board small conputer systens interface (SCSI)-2 interface and six
TURBCOchannel slots with a maxi mum /O throughput of 100 MB/s. One of the
TURBCOchannel slots is occupied by the graphics adapter
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The system uses the second-|evel cache to help nmininize the perfornmance
penalty of m sses and wite throughs in the two relatively smaller primry
caches in the DECchip 21064 processor. The second-level cache is a direct-
mapped, write-back cache with a block size of 32 bytes, chosen to match
the bl ock size of the primary caches. The cache bl ock allocation policy
all ocates on both read misses and wite msses. Hardware keeps the

cache coherent on DMAs; DMA reads probe the second-|evel cache, and DMA
writes update the second-|evel cache, while invalidating the primary data
cache. More details of the DEC 3000 AXP Model 500 AXP workstation may be
obtai ned from "The Design of the DEC 3000 AXP Systens, Two Hi gh-perfornmance
Wor kst ati ons. "[ 15]

DEC OSF/ 1 Operating System

DEC OSF/ 1 operating systemversion 1.2 for Al pha AXP systens is an

i mpl ementation of the Open Software Foundation (OSF) OSF/1 version 1.0
and version 1.1 technol ogy. The operating systemis a 64-bit kerne
architecture based on Carnegie-Mllon University's Mach version 2.5
kernel . Conmponents from 4.3 BSD are included, in addition to UN X System
Laboratories SystemV interface conpatibility.

Digital's version of OSF/1 offers both reliability and hi gh perfornmance.
The standard TCP/|I P and UDP/ I P networking software, interfaces, and
protocols remain the sane to ensure full nultivendor interoperability.

The software has been tuned and new enhancenents have been added t hat

i mprove performance. The interfaces between the user application and the

i nternet protocols include both the BSD socket interface and the X Open
Transport Interface.[12] The internet inplenentation conditionally conforms
to RFC 1122 and RFC 1123.[16,17] Sone of the networking utilities included
are Telnet; file transfer protocol (FTP); the Berkeley "r" utilities
(rlogin, rcp, etc.); serial line internet protocol (SLIP) with optiona
conpression; Local Area Transport (LAT); screend, which is a filter for
controlling network access to systems when DEC OSF/1 is used as a gateway;
and prestoserve, a file system accel erator that uses nonvolatile RAMto

i mprove Network File System (NFS) server response time. The inplenentation
al so provides a STREAMS interface, the transport |ayer interface, and
allows for STREAMS (SVID2) and sockets to coexist at the data |ink |ayer.
There is support for STREAMS drivers to socket protocol stacks and support
for BSD drivers to STREAMS protocol stacks via the data |ink provider

i nterface.

The OSF/ 1 Network Protocol |nplenmentation

The overall performance of network I/O of a workstation depends on a
vari ety of conponents: the processor speed, the nenory subsystem the
host bus characteristics, the network interface and finally, and probably
the nost inportant, software structuring of the network I/O functions. To



understand the ways in which each of these aspects influences perfornmance,
it is helpful to understand the structuring of the software for network /0O
and the characteristics of the conmputer system (processor, nenory, system
bus). We focus here on the structuring of the end system networki ng code
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related to the internet protocol suite in the DEC OSF/1 operating system
following the design of the networking code (4.3 BSD Reno) in the Berkeley
UNI X distribution.[8,9,12]

A user process typically interfaces to the network through the socket

| ayer. The protocol nodules for UDP, TCP (transport |ayers) and |IP (network
| ayer) are below the socket |layer in the kernel of the operating system
Data i s passed between user processes and the protocol nodul es through
socket buffers. On nessage transmi ssion, the data is typically noved by the
host processor from user space to kernel nmenmory for the protocol |ayers to
packeti ze and deliver to the data |ink device driver for transm ssion. The
boundary crossing fromuser to kernel nenory space is usually needed in a
general - purpose operating systemfor protection purposes. Figure 2 shows
where the increnmental overhead for packet processing, based on packet size,
occurs in a typical BSD 4.3 distribution.

The kernel nmenory is organized as buffers of various types. These are
call ed nbufs. They are the primary neans for carrying data (and protoco
headers) through the protocol |ayers. The protocol nodul es organize the
data into a packet, conpute its checksum and pass the packet (which is

a set of nbufs chained together by pointers) to the data link driver for
transm ssion. Fromthese kernel nbufs, the data has to be noved to the
buffers on the adapter across the system bus. Once the adapter has a copy
of the header and data, it may return an indication of transmt conpletion
to the host. This allows the device driver to rel ease the kernel mbufs to
be reused by the higher layers for transmitting or for receiving packets
(if buffers are shared between transnit and receive).

Whi l e recei ving packets, the adapter noves the received data into the
host's kernel mbufs using DMA. The adapter then interrupts the host
processor, indicating the reception of the packet. The data link driver
then executes a filter function to enable posting the packet to the
appropriate protocol processing queue. The data remains in the sanme kerne
nmbufs during protocol processing. Buffer pointers are mani pul ated to pass
references to the data between the el enents processing each of the protoco
|l ayers. Finally, on identifying the user process of the received nessage,
the data is noved fromthe kernel nmbufs to the user's address space.

Anot her inmportant increnental operation perforned in the host is that of
conmputing the checksum of the data on receive or transmit. Every byte of

t he packet data has to be exam ned by the processor for errors, adding
overhead in both CPU processing and nenory bandwi dth. One desirable
characteristic of doing the checksum after the data is in nmenory is that it
provi des end-to-end protection for the data between the two communi cating
end systens. Because data novenent and checksum operations are frequently
performed and exerci se conponents of the system architecture (nmenory) that
are difficult to speed up significantly, we |ooked at these in detail as



candi dates for optimn zation.
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The Internet Protocol Suite: TCP/IP and UDP/I P

The protocols targeted for our efforts were TCP/IP and UDP/| P, part of what
is conventionally known as the internet protocol suite.[7,9]

TCP is a reliable, connection-oriented, end-to-end transport protoco

that provides flowcontrolled data transfer. A TCP connection contains

a sequenced stream of data octets exchanged between two peers. TCP
achieves reliability through positive acknow edgnent and retransm ssion.

It achieves flow control and pronotes efficient novenent of data through a
sliding wi ndow schene. The sliding wi ndow schene all ows the transm ssion
of nmultiple packets while awaiting the recei pt of an acknow edgnent.

The nunber of bytes that can be transnmitted prior to receiving an

acknow edgrment is constrained by the offered wi ndow on the TCP connecti on.
The wi ndow i ndi cates how nmuch buffering the receiver has available for

the TCP connection (the receiver exercises the flow control). This w ndow
size also reflects how much data a sender should be prepared to buffer if
retransm ssion of data is required. The size of the offered wi ndow can vary
over the Iife of a connection. As with BSD systens, DEC OSF/1 currently
mai ntai ns a one-to-one correspondence between w ndow size and buffer size
all ocated at the socket layer in the end systens for the TCP connecti on.
An erroneous choice of wi ndow size, such as one too small, or one |eading
t o nonbal anced sender and receiver buffer sizes, can result in unnecessary
bl ocki ng and subsequent inefficient use of avail abl e bandwi dth.

TCP divides a stream of data into segnents for transm ssion. The maxi mnum
segnment size (MSS) is negotiated at the tinme of connection establishnent.
In the case of connections within the |ocal network, TCP negotiates an
MSS based on the nmaxi numtransm ssion unit (MIU) size of the underlying
media. (For | P over FDDI the MIU is constrained to 4,352 octets based

on the reconmendation in RFC 1390.[18]) TCP cal culates the MSS to offer
by subtracting fromthis MIU, the nunber of octets required for the nost
conmon | P and TCP header si zes.

The inplenmentation of TCP/IP in DEC OSF/1 foll ows the 4.3 BSD Reno

i mpl enmentation of TCP. Included is the use of dynamic round-trip tine
measurenents by TCP, which maintains a timer per connection and uses
adaptive tine-outs for setting retransnmission tinmers. The inplenentation

i ncludes slow start for reacting to congestive |loss and optim zations such
as header prediction and del ayed acknow edgnents inportant for network
performance.[19] DEC OSF/ 1 version 1.2 also includes recent extensions

to TCP for accommodati ng hi gher-speed networks.[10] TCP's perfornmance

may depend upon the wi ndow size used by the two peer entities of the TCP
connection. The product of the transfer rate (bandw dth) and the round-trip
del ay neasures the w ndow size that is needed to nmaxim ze throughput on a
connecti on.



In the TCP specification RFC 793, the TCP header contains a 16-bit w ndow
size field which is the receive wi ndow size reported to the sender.[9]
Since the field is only 16 bits, the | argest w ndow size that is supported
is 64K bytes. Enhancing the original specification, RFC 1323 defines a
new TCP option, w ndow scale, to allow for |larger w ndows.[10] This option
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contains a scale value that is used to increase the w ndow size val ue found
in the TCP header.

The wi ndow scal e option is often reconmended to inprove throughput for
networks with high bandwi dth and/or | arge del ays (networks with |arge
bandwi dt h- del ay products). However, it also can |ead to higher throughput
on LANs such as an FDDI token ring. Increased throughput was observed with
wi ndow si zes | arger than 64K bytes on an FDDI networKk.

The TCP wi ndow scal e extension maps the 16-bit w ndow size field to a 32-
bit value. It then uses the TCP wi ndow scal e option value to bit-shift
this value, resulting in a new maxi mum recei ve wi ndow si ze val ue. The
extension allows for wi ndows of up to 1 gigabyte (GB). To facilitate
backward conpatibility with existing inplenentations, both peers nust

of fer the wi ndow scale option to enable w ndow scaling in either direction.
W ndow scale is automatically turned on if the receive socket buffer size
is greater than 64K bytes. A user programcan set a |arger socket buffer
size via the setsockopt() systemcall. Based on the socket buffer size,
the kernel inplenentation can deternm ne the appropriate w ndow scal e
factor.

Simlar to the choice of |arge wi ndow sizes, the use of |large TCP segnents,
i.e., those approaching the size of the negotiated MSS, could give better
performance than smaller segnents. For a given anmount of data, fewer
segnments are needed (and therefore fewer packets). Hence the total cost

of protocol processing overhead at the end systemis less than with smaller
segnent s.

The internet protocol suite also supports the user datagram protocol or

UDP. UDP performance is inportant because it is the underlying protoco

for network services such as the NFS. UDP is a connection-|ess, nessage-
oriented transport |ayer protocol that does not provide reliable delivery
or flow control. The receive socket buffer size for UDP limits the anmpunt
of data that may be received and buffered before it is copied to the user's
address space. Since there is no flow control, the UDP receiver my have to
di scard the packet if it receives a |large burst of nessages and there is no
socket buffer space.

If the receiver is fast enough to allow the user application to consune the
data, the loss rate is very |ow However, npost BSD derived systems today
experience heavy packet |oss for UDP even when the receiving processor

is the sane speed as the transmtter. Furthernore, since UDP has no fl ow
control, there is no mechanismto assure that all transnmitted data wll

be received when the transnitter is faster than the receiver. W describe
our inplenentation of UDP to avoid this behavior, so that packet loss is

m nim zed
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Data Link Characteristics: FDD

FDDI is a 100 Md/s LAN standard that is being depl oyed comrercially.

It uses a tined-token access nethod and allows up to 500 stations to be
connected with a total fiber length of 200 kiloneters. It allows for both
synchronous and asynchronous traffic sinultaneously and provides a bound
for the access tine to the channel for both these classes of traffic.

The tined-token access nethod ensures that all stations on the ring agree
to a target token rotation time (TTRT) and linit their transm ssions to
this target.[20] Wth asynchronous node (the nost wi dely used node in the

i ndustry at present), a node can transnmit only if the actual token rotation
time (TRT) is less than the target.

The basic algorithmis that each station on the ring nmeasures the tine
since it last received the token. The tine interval between two successive
receptions of the token is called the TRT. On a token arrival, if a station
wants to transmt, it conputes a token holding tinme (THT) as: THT = TTRT

- TRT. The TTRT is agreed to by all the stations on the ring at the | ast
time that the ring was initialized (typically happens when stations enter
or leave the ring) and is the mninmum of the requested val ues by the
stations on the ring. If THT is positive, the station can transmt for
this interval. At the end of transmi ssion, the station rel eases the token
If a station does not use the entire THT all owed, other stations on the
ring can use the renmmining tinme by using the same al gorithm

A nunber of papers relating to FDDI have appeared in the literature, and
the reader is encouraged to refer to "Performance Anal ysis of FDDl Token
Ri ng Networks: Effect of Parameters and Guidelines for Setting TTRT," for
nore details.[21]



8 Digital Technical Journal Vol. 5 No. 1, Wnter 1993



Hi gh- performance TCP/IP and UDP/I P Networking in DEC OSF/ 1 for Al pha AXP

Net wor k Adapter Characteristics

The DEC FDDI control |l er/ TURBCchannel adapter, DEFTA, is designhed to be

a hi gh-performance adapter capable of neeting the full FDDI bandw dth.

It provides DVA capability both in the receive and transnit directions.

It perfornms scatter-gather on transmt. The adapter has 1 MB of packet
buffering. By default, half the nenory is used for receive buffering; one
fourth of the nenory is allocated for transnit buffering; and the renaining
menory is allocated for mscell aneous functions, including buffering for
FDDI's station nmanagenent (SMT). The nmenory itself is not partitioned,

and the adapter uses only as nmuch nmenory as neccessary for the packets. It
avoi ds internal fragnentation and does not waste any nenory.

The receive and transmt DMA operations are handl ed by state machines,

and no processor is involved in data nmovenent. The DMA engine is based

on the nodel reported by Wenzel.[22] The main concept of this nodel is
that of circular queues addressed by producer and consuner indices. These
i ndices are used by the driver and the adapter for synchronization between
t hensel ves; they indicate to each other the availability of buffers. For
exanpl e, for receiving packets into the kernel nenory, the device driver
produces enpty buffers. By witing the producer index, it indicates to the
adapter the address of the last buffer produced and placed in the circular
gueue for receiving. The adapter consunes the enpty buffer for receiving an
i ncom ng packet and updates the consuner index to indicate to the driver
the last buffer that it has consuned in the circul ar queue. The adapter is
capabl e of full-duplex FDDI operation. Finally, FDDI's SMI processing is
performed by a processor on board the adapter, with the adapter's receive
and transnit state machi nes nmintaining separate queues for SMI requests
and responses.

To obtain high performance, communi cati on adapters also try to minimze

t he amount of overhead involved in transferring the data. To inprove
performance, the DEFTA FDDI port interface (interface between the hardware
and the operating system s device driver) nmekes efficient use of host
menory data structures, mnimzes overhead I/Orelated to the port
interface, and mninzes interrupts to the host system

The Port Architecture contains several unique features that optinize
adapter/ host system perfornmance. These features include the elimnination

of much of the control and status information transferred between the host
and adapter; the organization of data in host menory in such a way as to
provi de efficient access by the adapter and the host; and the use of an

i nterrupt mechani sm which elimnates unnecessary interrupts to the host.

The design also optinizes performance through careful organization of
data in host nmenory. Other than the data buffers, the only areas of host
menory that are shared by the host and the adapter are the queues of buffer



descriptors and the area in which the adapter wites the consuner indices.
The adapter only reads the buffer descriptors; it never wites to this area
of host nmenory. Thus the inpact on host performance of the adapter witing
to an area in nenory, which may be in cache nmenory, is elininated. On the
ot her hand, the area in host nmenory where the adapter wites its consuner
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indices is only witten by the adapter and only read by the host. Both the
recei ve data consuner index and transmit data consumer index are written
to the same |ongword in host nenory, thus possibly elimnating an extra
read by the host of information that is not in cache nenory. Furthernore,
the producer and consuner indices are maintained in different sections of
menory (different cache lines) to avoid thrashing in the cache when the
host and the adapter access these indices.

The device driver is also designed to achieve high performance. It avoids
several of the problenms associated with overl oad behavi or observed in the
past.[ 23] We descri be sonme of these enhancenents in the next section

3 Performance Enhancenents and Measurenents Results

We describe in this section the various perfornmance enhancenents incl uded
in the DEC OSF/ 1 operating systemversion 1.2 for Al pha AXP systens. In
particul ar, we describe the optim zations for data novenent and checksum
validation, the inplenentation details to provide good overl oad behavi or
within the device driver, the TCP enhancenents for high bandw dt h-del ay
product networks, and the UDP inpl ementati on enhancenents.

We al so present measurenent results showing the effectiveness of the
enhancenents. |In npst cases the measurement environnent consisted of

two Al pha AXP workstations (DEC 3000 AXP Model 500) on a private FDD
token ring, with a DEC FDDI concentrator. The tests run were simlar to
the well-known ttcp test suite, with the primary change being the use

of the slightly nore efficient send and receive systemcalls instead

of read and wite systemcalls. We call this tool inett within Digital
The throughputs obtained were at the user application |evel, nmeasured

by sending at |east 10,000 user nessages of different sizes. Wth UDP,
these are sent as distinct nessages. Wth TCP, algorithnms used by TCP may
concatenate nmultiple nmessages into a single packet. Tinme was neasured using
the systemclock with systemcalls for resource usage. We al so nonitored
CPU utilization with these systemcalls, and nade approximate (often only
for relative conparison) conclusions on the usage of resources with a
particul ar inplenmentation alternative.

Optim zations for bcopy() and in_checksum) Routines

In TCP/ UDP/ | P protocol inplenmentations, every byte of data generally nust
pass through the bcopy() and in_checksum() routines, when there is no
assi stance provided in the network interfaces. There are some exceptions:
the NFS i npl enentations on DEC OSF/ 1 avoid the bcopy() on transmt by
passing a pointer to the buffer cache entry directly to the network device
driver, and UDP may be configured not to conpute a checksum on the data.
Digital's inplenentations turn on the UDP checksum by default. Even with

t he above exceptions, it is inportant that the bcopy() and i n_checksum()



routi nes operate as efficiently as possible.
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To wite efficient Al pha AXP code for these routines, we used the follow ng
gui del i nes:

0 Operate on data in the largest units possible

o Try to maintain concurrent operation of as many independent processor
units (CPU, nenory reads, wite buffers) as possible

o Keep to a minimmthe nunmber of scoreboardi ng del ays that arise because
the data is not yet available fromthe nenory subsystem

o \Wierever possible, try to make use of the Al pha AXP chip's capability
for dual issue of instructions

For network 1/O, the bcopy() routine is called to transfer data between
kernel nbuf data structures and user-supplied buffers to read()/wite()
/send()/recv() calls.

The bcopy() routine was witten in assenbler. This routine always attenpts
to transfer data in the | argest units possible consistent with the

al i gnnent of the supplied buffers. For the optinmal case, this would be

one quadword (64 bits) at a tine. The routine uses a sinple |oad/store
/decrenment count |oop that iterates across the data buffer as

Several attenpts were nade to inprove the performance of this sinple |oop
One design involved unrolling the loop further to perform 64 bytes of
copying at a tinme, while reading ahead on the second cache |ine. Another

i nvol ved operating on four cache lines at once, based on concerns that a
second quadword read of a cache line nmay incur the same nunber of clock
del ays as the first cache nmiss, if the second read is performed too soon
after the first read. However, neither of these approaches produced a copy
routine that was faster than the sinple | oop described above.

The TCP/UDP/IP suite defines a 16-bit one's conpl ement checksum (in_
checksun()), which can be perforned by adding up each 16-bit el ement and
adding in any carries. Messages nust (optional for UDP) have the checksum
val i dated on transmi ssion and reception.

As with bcopy(), performance can be inproved by operating on the | argest
units possible (i.e., quadwords). The Al pha AXP architecture does not
include a carry bit, so we have to check if a carry has occurred. Because
of the nature of the one's conplenent addition algorithm it is not
necessary to add the carry in at each stage; we just accunulate the carries

and add themall in at the end. By operating on two cache lines at a tine,
we nmay start the next conputation while the carry conputation is under way,
accurul ate all the carries together, then add themall into the result

(with another check for carry) at the end of processing the two cache



lines. This results in four cycles per quadword with the addition of sone
end-of -1 oop conputation to process the accunul ated carries. Interleaving
t he checksum conputation across two cache lines also allows for sone dual -
i ssue effects that allow us to absorb the extra end-of-1oop conputation.
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DEFTA Device Driver Enhancenents

Prelim nary nmeasurenents performed with the DEC FDDI control | er/ TURBOchanne
adapter (DEFTA) and the OSF/ 1 device driver conbination on DEC 3000 AXP
Mbdel 500 workstations indicated that we were able to receive the ful

FDDI bandwi dt h and deliver these packets in nenory to the data |ink

user. Although we show in this paper that the DEC OSF/1 for Al pha AXP
systemis able to also deliver the data to the user application, we
ensure that the solutions provided by the driver are general enough to
performwell even on a significantly slower machi ne. When executing on
such a slow system resources at the higher protocol |ayers (buffering,
processi ng) nmay be inadequate to receive packets arriving at the nmaxi num
FDDI bandwi dth, and the device driver has to deal with the overload. One
of the primary contributions of the DEFTA device driver is that it avoids
receive livelocks under very heavy receive | oad.

First, the queues associated with the different protocols are increased

to a much | arger value (512) instead of the typical size of 50 entries.
This allows us to ride out transient overloads. Second, to nmanage extended
overl oad periods, the driver uses the capabilities in the adapter to
efficiently manage receive interrupts. The driver ensures that packets

are dropped in the adapter when the host is starved of resources to receive
subsequent packets. This mnimzes wasted work by the host processor. The
device driver also tends to trade off nmenory for conputing resources.

The driver allocates page-size nbufs (8K bytes) so that we mininize the
overhead of nmenory allocation, particularly for |arge nessages.

For transm tting packets, the driver takes advantage of the DEFTA' s ability
to gather data fromdifferent pieces of nmenory to be transnitted as a
single packet. Up to 255 nbufs in a chain (although typically the chain

is small, less than 5) may be transmitted as a packet. In the unusual case
that a chain of nbufs is even | onger than 255, we copy the |ast set of
nmbufs into a single |arge page-size nbuf, and then hand the packet to the
device for transm ssion. This enabl es applications to have consi derable
flexibility, without resulting in extraneous data novenent operations to

pl ace data in contiguous nenory | ocations.

In addition, the driver inplenents a policy to achieve transnit fairness.
Al t hough the operating system s scheduling provides fairness at a higher
I evel, the policies within the driver allow for progress on transnits
even under very heavy receive overload. Although the Al pha AXP systens
are capable of receiving the full FDDI bandw dth, the enhanced transmt

fairness may still be a benefit under bursty receive |oads during which
timely transmission is still desirable. In addition, as transm ssion |inks
beconme faster, this feature will be val uable.

Wher ever possible, all secondary activities-excluding the transmt and



recei ve paths-have been inplemented using threads. Schedul i ng secondary
activity at a lower priority does not inpact the |atency of transmt and
recei ve paths.
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| nprovenents to the TCP/ I P Protocol and | nplenmentation

The initial TCP wi ndow size is set to a default or to the nodified val ue
set by the application through socket options. TCP in BSD 4.3 perforned a
roundi ng of the socket buffer, and hence the offered wi ndow size, to sone
mul tiple of the maxi mum segnment size (MSS). The inplenentation in BSD 4.3
performed a rounding down to the nearest nultiple of the MSS. The MSS val ue
is adjusted, when it is greater than the page size, to a factor of the page
si ze.

When using a socket buffer size of 16K bytes, the rounding down to

a multiple of the MSS on FDDI results in the nunber of TCP segnents

out st andi ng never exceeding three. Depending on the application nessage
size and i nfluenced by one or nore of both the silly w ndow syndrone

avoi dance al gorithns and the del ayed acknow edgnent mechani sm throughput
penal ti es can be incurred.[ 16, 24]

Qur choice in this area was to performa rounding up of the socket buffer
and hence wi ndow size. This enabl ed existing applications to maintain
performance regardl ess of changes to the buffering perforned by the
underlying protocol. For exanple, applications coded before the rounding of
the buffer was inplenented may have specified a buffer size at sonme power
of 2. We believe it also allows better performance when interoperating with
ot her vendors' systens and provides behavior that is nore consistent to the
user (they get at least as much buffering as they request).

A buffer size of 4K bytes has |ong been obsolete for TCP connecti ons

over FDDI. Digital chose to increase this buffer to 16K bytes for ULTRI X
support of FDDI. Wth a socket buffer of 16K bytes, even when roundi ng

up is applied, the amount of data is limted to 17,248 octets per round-
trip time. We found that the throughput over FDDI is limted by the w ndow
size. This is due to the effects of scheduling data packet processing and
acknow edgnments (ACKs), the interactions with w ndow flow control, and

FDDI 's token access protocol (described below).[23, 25]

Wth nmenory costs decreasing considerably, we no |onger consider the 16K
byte default to be an appropriate trade-off between nmenory and throughput.
Based on neasurements for different values of the w ndow size, we fee

that the default w ndow size of 32K bytes is reasonable. Increasing the

wi ndow si ze from 16K bytes to 32K bytes results in an increase of the peak
t hroughput over FDDI from approxi mately 40 Mo/s to approximtely 75 M/ s.
However, increasing the wi ndow size beyond 32K bytes allowed us to increase
t he throughput even further, which led us to the incorporation of the TCP
wi ndow scal e extension

W ndow Scal e Extensions for TCP The inplenmentation of TCP in DEC OSF/ 1
version 1.2 is based on the BSD 4.3 Reno distribution. In addition, we



i ncorporated the TCP wi ndow scal e extensi ons based on the nodel proposed
in RFC 1323.[10] Qur work followed the inplenentation placed in the public
domai n by Thomas Ski bo of the University of Illinois.
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The TCP wi ndow scal e extension maps the 16-bit w ndow size to a 32-

bit value. The TCP wi ndow scal e option occupies 3 bytes and contains

the type of option (w ndow scale), the Iength of the option (3 bytes),

and the "shift-count." The wi ndow scale value is a power of 2 encoded

| ogarithmically. The shift-count is the nunber of bits that the receive

wi ndow value is right-shifted before transm ssion. For exanple, a w ndow
shift-count of 3 and a wi ndow size of 16K would informthe sender that the
recei ve wi ndow size was 128K bytes. The shift-count val ue for w ndow scal e
islimted to 14. This allows for wi ndows of (2[16] + 2[14]) = 2[30] =1
GB. To facilitate backward conpatibility with existing inplenentations,
both peers nust offer the wi ndow scale option to enable w ndow scaling in
ei ther direction.

The wi ndow scal e option is sent only at connection initialization tine
in an <SYN> segnent. Therefore the w ndow scale value is fixed when

the connection is opened. Since the w ndow scale option is negotiated

at initialization tine, only a bit-shift to the windowis added to the
established path processing and has little effect on the overall cost of
processing a segnent.

Changes made to the OSF/1 TCP inplenentation for using the wi ndow scal e
option include the addition of the send wi ndow shift-count field and

recei ve wi ndow shift-count field to the TCP control block. TCP processing
was nodified: the receive w ndow shift-count value was conputed based on
the recei ve socket buffer size, and the w ndow scale option is sent with
the receive wi ndow shift-count. A nodification at connection initialization
time allows the received shift-count value to be stored in the send w ndow
shift-count, if TCP receives an <SYN> segnent containing a w ndow scal e
option. The receive wi ndow shift-count field is assigned to the w ndow
scale option that is sent on the <SYN, ACK> <SYN, ACK> segnent. Wen the
TCP enters established state for the connection, w ndow scale is turned

on if both sides have sent <SYN> segnents with w ndow scal e. For every

i ncom ng segnent, the window field in the TCP header is left-shifted by the
send wi ndow shift-count. For every outgoing segnent, the window field in
the TCP header is right-shifted by the receive w ndow shift-count.

Measurenent Results with TCP with Al pha AXP Workstati ons W used the inett
tool to neasure the throughput with TCP on the DEC OSF/ 1 operating system
bet ween two DEC 3000 AXP Model 500 workstations on a private FDDI ring. W
observed that as the w ndow size increased from 32K bytes to 150K bytes,

t he throughput generally increased for nessage sizes greater than 3,072
bytes. For exanple, for a user nessage size of 8,192 bytes, the throughput
with a wi ndow size of 32K bytes was 72.6 Md/s and increased to 78.3 Mi/s
for a wi ndow size of 64K bytes. The TCP throughput rose to 94.5 Md/s for a
wi ndow si ze of 150K bytes. For w ndow sizes beyond 150K bytes, we did not
see a substantial, consistent inprovenent in throughput between the two
user applications in this environment.
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We believe that wi ndow scale is required to achieve higher throughputs-even
inalimted FDDI token ring of two stations - based on the interactions
that occur between the token holding tine, the scheduling of activities in
the operating system and the behavior of TCP. The default value for TTRT
is set to 8 milliseconds.[21] The end systemis able to transmt packets at
essentially the full FDDI bandwi dth of 100 Mo/s, thus potentially consum ng
about 350 m croseconds (including CPU and network interface tines) to
transmt a mexi mum sized FDDI TCP segnent of 4,312 bytes. During the 8
mlliseconds, the source is able to conplete the entire protocol processing
of about 23 to 24 segnments (approximtely 100K bytes).

Further overlap of user data and protocol processing of packets can

occur while the data link is transnmitting and the sink is generating
acknow edgrments, if there is adequate socket buffer space in the source
system Thus, with the additional w ndow of approximately 20K bytes to 30K
bytes, the source systemis able to pre-process enough segnents and provide
themto the adapter. The adapter may begin transmitting when the token is
returned to the sender (after it receives a set of acknow edgnents), while
the source CPU is processing the acknow edgnents and packetizing additiona
user data. Wth up to 150K bytes of socket buffer (and hence wi ndow), there
is maxi mal overlap in processing between the CPU, the adapter, and the FDD
token ring, which results in higher throughput. This al so explains why no
further increases in the wi ndow size resulted in any significant increase

i n throughput.

Figure 3 shows the throughput with TCP between two DEC 3000 AXP Mode

500 workstations on an isolated FDDI token ring for different nessage
sizes for socket buffer sizes of 32K, 64K, and 150K bytes. For 150K bytes
of socket buffer, the peak throughput achi eved was 94.5 Md/s. For al
nmessage sizes, we believe that the CPU was not fully utilized. Application
nmessage sizes that are slightly larger than the maxi num transm ssion

unit size traditionally display sone small throughput degradation due to
addi ti onal overhead incurred for segnmentation and the subsequent extra
packet processing. We do not see this in Figure 3 because the CPU is not
saturated (e.g., approximately 60 percent utilized at nessage sizes of

8K bytes), and therefore the overhead for segnentation does not result in
| ower throughput.

So too, application nessage sizes that are |arger than the discrete nenory

buffer sizes provided by the nmenory allocator should incur small amounts of
extra overhead due to the necessity of chaining such buffers. Figure 3 also
shows that the throughput degradation in this case is small.

| mprovenents to the UDP/ I P Protocol |nplenmentation and Measurenent Results

UDP is a connection-less, nessage-oriented transport, with no assurances
of reliable delivery. It also does not provide flow control. Unlike TCP



the UDP transmitter does not buffer user data. Therefore user nessages
are transnmitted directly as packets on the FDDI . When user mnessages are
| arger than the MIU size of the data link (4,352 bytes), IP fragnents the
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data into nmultiple packets. To provide data integrity, UDP uses the one's
conpl emrent checksum for both data as well as the UDP header

In our experience, the receive throughput to applications using UDP/IP
with BSD-derived systens is quite poor due to many reasons, including the

| ack of flow control. Looking at the receive path of inconm ng data for UDP
we see that packets (potentially fragnments) of a UDP nessage generate a
high-priority interrupt on the receiver, and the packet is placed on the
network | ayer (IP) queue by the device driver. The priority is reduced,
and a new thread is executed that processes the packet at the IP |ayer.
Subsequently, fragnents are reassenbl ed and placed in the receiver's socket
buffer. There is a finite IP queue and also a finite amunt of socket
buffer space. |If space does not exist in either of these queues, packets
are dropped. Provided space exists, the user process is then woken up to
copy the data fromthe kernel to the user's space. If the receiver is fast
enough to allow the user application to consune the data, the loss rate

is low However, as a result of the way processing is scheduled in UN X-

li ke systens, receivers experience substantial |loss. CPU and nenory cycles
are consuned by UDP checksuns, which we enable by default for OSF/ 1. This
overhead in addition to the overhead for data novement contributes to the
receiver's |loss rate.

Tabl e 1 shows the receive throughput and nessage | oss rate with the
original UDP inplenentation of OSF/1 for different nessage sizes. W

nodi fied the way in which processing is perfornmed for UDP in the receiver
in DEC OSF/ 1 version 1.2. W reorder the processing steps for UDP to avoid
the detrinmental effects of priority-driven scheduling, wasted work, and
the resulting excessive packet |oss. Not only do we save CPU cycles in
processing, we also speed up the user application's ability to consune
data, particularly as we go to |arger message sizes.

Tabl e 1 gives the receive throughput and nessage | oss rate with DEC
OSF/ 1 version 1.2 incorporating the changes in UDP processing we have

i mpl emrent ed.
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Tabl e 1: UDP Receive Characteristics with Peer Transmitter Transnitting at
Maxi mum Rat e

UDP Recei ve Before Changes UDP Recei ve
After Changes
Message Size Thr oughput Message Loss Thr oughput Message
(byt es) (Mo/ s) Rat e (Mo/ s) Loss
Rat e
128 0. 086 98. 8% 0. 64 83. 1%
512 0. 354 98. 5% 15. 14 35. 15%
1024 0.394 99. 16% 23.77 46. 86%
4096 9.5 90. 26% 96.91 1. 08%
8192 NA* NA* 97.01 0.56%

* NA: Benchmark did not finish because of significant packet |loss in that
experi ment.

UDP t hr oughput was neasured between user applications transnitting and
receiving different size nmessages. Figure 4 shows the throughput at the
transmitter, which is over 96 Md/s for all nessage sizes over 6,200 bytes
and achieves 97.56 Mdi/s for the nessage size of 8K bytes used by NFS.
During these neasurenents, the transmtting CPU was still not saturated
and the FDDI link was perceived to be the bottleneck. Therefore, to stress
the source system further, we used two FDDI adapters in the systemto
transmt to two different receivers on different rings. Figure 4 also
shows the aggregate transmt throughput of a single DEC 3000 AXP Mode

500 workstation transmitting over two FDDI rings sinultaneously to two

di fferent sinks. The source systemis capable of transmitting significantly
over the FDDI bandwi dth of 100 Md/s. For the typical NFS nmessage size

of 8,192 bytes, the aggregate transmt throughput was over 149 Mo/s. The

t hroughput of the two streams for the different nmessage sizes, indicates
that, for the nost part, their individual throughputs were similar. This
showed that the resources in the transmitter were being divided fairly
between the two applications.

Measurenents of TCP/IP and UDP/IP with FDDI Full-dupl ex Mde

Earlier we observed that the behavior of TCP in particular depended on
the characteristics of the tined-token nature of FDDI. One of the nodes of



operation of FDDI that we believe will becone popular with the depl oynent
of switches and the use of point-to-point FDDI is that of full-duplex
FDDI. Digital's full-duplex FDDI technology, which is being licensed to

ot her vendors, provides the ability to send and receive sinultaneously,
resulting in significantly higher aggregate bandwidth to the station

(200 Mo/s). More inportant, we see this technol ogy reducing |atency for

poi nt-to-point connections. There is no token rotating on the ring, and
the station does not await receipt of the token to begin transnission. A
station has no restrictions based on the token-holding tinme, and therefore
it is not constrained as to when it can transmt on the data |ink. The
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DEC FDDI control | er/ TURBOchannel adapter (DEFTA) provides the capability

of full-duplex operation. W interconnected two DEC 3000 AXP Model 500

wor kstations on a point-to-point Iink using the DEFTAs and repeated severa
of the neasurenments reported above.

One of the characteristics observed was that the maxi mum t hroughput with
TCP/ I P between the two Al pha AXP workstations, even when using the default
32K bytes wi ndow si ze, reached 94.47 Md/s. Figure 5 shows the behavi or of
TCP throughput with full-duplex FDDI operation for different w ndow sizes
of 32K, 64K, and 150K bytes (when w ndow scale is used). The throughput is
relatively insensitive to the variation in the wi ndow size. For all these
measur ements, however, we nmintai ned the value of the maxi mum socket buffer
size to be 150K bytes. When using a snaller value of the maximum socket
buffer size (64K bytes), the throughput drops to 76 Md/s (for a w ndow size
of 32K bytes) as shown in Figure 5.

Al t hough we renmpoved one of the causes of limiting the throughput (token-
hol ding tinmes), full-duplex operation still exhibits limtations due to
schedul i ng the ACK and data packet processing and the resulting | ack

of parallelismin the different conponents in the overall pipe (the two
CPUs of the stations, the adapters, and the data |link) with small socket
buffers. Increasing the maxi mum socket buffer allows for the parallelism
of the work involved to provide data to the protocol nodules on the
transmitter.

Qbserving the UDP/I P throughput between the DEC 3000 AXP Model 500

wor kstations, we found a slight increase in the transmt throughput over
the normal FDDI node. For exanple, the UDP transmit throughput for 8K
nmessages was 97.93 Mo/s as conpared to 97.56 Md/s using a single ring in
normal FDDI node. This inprovenent is due to the absence of snall del ays
for token rotation through the stations as a result of using the full-
dupl ex FDDI node.

4 Experinmental Work

We have continued to work on further enhancing the inplenentation of TCP
and UDP for DEC OSF/ 1 for Al pha AXP. W describe sone of the experinmental
work in this section.

Experiments to Enhance the Transmit and Receive Paths for TCP/IP

The bcopy() and in_checksum() routine optinizations mininize the

i ncrenental overhead for packet processing based on packet sizes. The
protocol processing routines (e.g., TCP and IP) also mnimze the fixed

per - packet processing costs.

All TCP output goes through a single routine, tcp_output(), which often



foll ows the TCP pseudocode in RFC 793 very closely.[9] A significant
portion of its inplenmentation is weighed down by code that is usefu
only during connection start-up and shutdown, flow control, congestion
retransm ssions and persi stence, processing out-of-band data, and so on
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Al t hough the actual code that handl es these cases is not executed every
time, the checks for these special cases are nmade on every pass through the
routi ne and can be a nontrivial overhead.

Rat her than check each case separately, the TCP/IP code was nodified to

mai ntain a bit mask. Each bit in the nmask is associated with a specia
condition (e.g., retransmt, congestion, connection shutdown, etc.). The
bit is set whenever the corresponding condition occurs (e.g., retransmt
time-out) and reset when the condition goes away. |f the bit mask is 0O,

the TCP/I P code executes straightline code with mniml tests or branches,
thus optim zing the conmon case. Otherwise, it sinply calls the origina
routine, tcp_output, to handle the special conditions. Since the conditions
occur rarely, setting and resetting the bits incurs |ess overhead than
performng the tests explicitly every tine a packet is transmitted. Simlar
i deas have been suggested by Van Jacobson. [ 26]

Addi tional efficiency is achieved by preconputing packet fields that are
common across all packets transmitted on a single connection. For exanple,
i nstead of conputing the header checksum every tinme, it is partially
preconputed and increnentally updated with only the fields that differ

on a packet-by-packet basis.

Anot her exanple is the data |ink header conputation. The original path

i nvol ved a conmon routine for all devices, which queues the packet to the
appropriate driver, incurs the overhead of nultiplexing multiple protocols,
| ooki ng up address resolution protocol (ARP) tables, determ ning the data
link formats, and then building the header. For TCP, once the connection
is established, the data |ink header rarely changes for the duration of

the connection. Hence at connection setup tinme, the data |link header is
prebuilt and renenbered in the TCP protocol control block. Wen a packet

is transmitted, the data |Iink header is prefixed to the | P header, and the
packet is directly queued to the appropriate interface driver. This avoids
the overhead associated with the conmmon routine. Network topol ogy changes
(e.g., link failures) may require the data |ink header to be changed. This
i s handl ed through retransm ssion tine-outs. Whenever a retransmt tine-out
occurs, the prebuilt header is discarded and rebuilt the next tinme a packet
has to be sent.

Some paraneters are passed fromTCP to I P through fields in the nbufs.

Combi ning the layers elimnates the overhead of passing paranmeters and
validating them Passing paraneters is a nontrivial cost, since in the
original inplenmentation, sonme data was passed as fields in the nmbuf
structure. Because these were formatted in network byte order, building

and extracting themincurred overhead. Mreover, the IP |layer does not

have to perform checks for special cases that are not applicable to the TCP
connection. For example, no fragnentation check is needed since the code
for TCP has already taken care to build a packet within the allowed size



limts.

Digital Technical Journal Vol. 5 No. 1, Wnter 1993 19



Hi gh- performance TCP/IP and UDP/I P Networking in DEC OSF/ 1 for Al pha AXP

In a simlar fashion to the transnit path, a commopn-case fast path code was
i mpl enmented for the receive side. This mmcs the nmost frequently executed
portions of the TCP/IP input routines, and rel egates special cases and
errors to the original code. Special cases include fragnented packets,
presence of | P options, and nonconti guous packet headers. Conbi ni ng

error checking across TCP and IP also elimnates additional overhead. For
exanpl e, length checks can be used to detect the presence of options that
can be passed to the original general case path.

These fast path optinizations were inplenmented in an experinmental version
of the OSF/ 1 operating system TCP neasurenments on the experinental version
of OSF/ 1 running on two systens conmuni cating over a private FDDI ring

i ndicate that, when both the input and output fast path segnents are
enabl ed on the two systens, throughput is inproved for alnobst all nessage
si zes.

Experiments to Enhance UDP/ | P Processing

An enhancenent for UDP/IP processing with which we experinented was to
conmbi ne the data copyi ng and checksum operations. This has been attenpted
in the past.[27] The primary notivation is to reduce nenory bandwi dth
utilization and performthe checksuns while the data is in the processor
during the data novenent. To allow us to do this, we introduce a new UDP
protocol specific socket option that allows users to take advantage of this
optim zation. When a user application posts a receive buffer after enabling
this socket option, we invoke a conmbi ned copy and checksum routine on
receiving a packet for that user. In the infrequent case when the checksum
fails, we restore the user 1/O structure and zero the user buffer so that

i nappropriate data is not left in a user's buffer. Prelimnary performance
nmeasurenents indicate significant reduction in CPU utilization for UDP
recei ves when using this socket option.

Experiments to Elimnate the Data Copy from User to Kernel Space

As observed earlier, data novenent operations add significant overhead on
the end system One nethod to reduce the cost of data novenent for a send
operation, prototyped on an experinental version of the OSF/ 1 operating
system is to replace the data copy from user space to the kernel socket
buffer by a new virtual nmenory page remap function. |Instead of copying
the data from physical pages in the user nap to physical pages in the
kernel map, the physical pages associated with the user virtual address
range in the user map are remapped to kernel virtual addresses. The pages
associated with the new kernel virtual addresses are then masqueraded

t hrough the network as nmbufs. Prelinmnary results indicate that a virtua
menory mappi ng techni que can be used on the OSF/ 1 operating systemto
significantly reduce the overhead associated with the transm ssion of
nmessages.



20 Digital Technical Journal Vol. 5 No. 1, Wnter 1993



Hi gh- performance TCP/IP and UDP/I P Networking in DEC OSF/ 1 for Al pha AXP

The underlying design of the remap operation affects application semantics
and performance. The semantics of the application are affected by which
under |l yi ng page remap operation is selected. Performance may al so be
affected by the inplenmentation of the page map operati on and how wel
certain TCP/IP configuration variables are tuned to match the processor
architecture and the network adapter capabilities.

Two types of remap operations were prototyped: page steal and page borrow.
The page steal operation, as the nane inplies, steals the pages fromthe
user virtual address space and gives the pages to the kernel. The user
virtual addresses are then napped to demand-zero pages on the next page
reference. In the page steal operation, the user ends up with demand zero
pages. On the other hand, in the borrow page operation, the same physica
pages are given back to the user. If the user accesses a page that the
kernel was still using, the user process either "sleeps," waiting for that
page to becone avail able or (dependi ng upon the inplenentation) receives
a copy of the page. For the page borrow operation, the user buffer size
nmust be greater than the socket buffer size, and the user buffer nust be
referenced in a round-robin fashion to ensure that the application does not
sl eep or receive copies of the page.

Both the page steal and the page borrow operations change the semantics
of the send() systemcalls, and sone know edge of these new semantics

of the send systemcalls needs to be reflected in the application. The
application's buffer allocation and usage is dependent upon how t he
underlying remap operation is inplenmented. An inportant consideration is
the inmpact on the application programming interface. In particular, the
extent to which the semantics of the send systemcalls (e.g., alignnment
requi renents for the user nessage buffer) need to change to support the
remap operations is an area that is currently under study.

The page remap feature has not yet been incorporated in the DEC OSF/ 1
version 1.2 product. Inclusion of this feature in the product is expected
to reduce CPU utilization. Wile page remappi ng does reduce the cost of
processi ng a packet, the design issues outlined above inpact applications.
To achi eve performance benefits and application portability across multiple
het er ogeneous open systens, future work continues in this area. In
addition, integrated hardware solutions to reduce the cost of the copy
operation are al so under investigation.

The performance nunbers presented in this paper did not include the

i mprovenents described in this section on experinmental work. We anticipate
that the overall performance woul d see substantial inprovenent with the

i nclusi on of these changes.
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5 Concl usions

I ncreases in comrunication |ink speeds and the dramatic increases in
processor speeds have increased the potential for w despread use of

di stributed conmputing. The typical throughput delivered to applications,
however, has not increased as dramatically. One of the primary causes has
been that network I/Ois intensive on nenory bandw dth, and the increases
in menory bandwi dt hs have only been nodest. We described in this paper an
effort using the new Al pha AXP workstati ons and the DEC OSF/ 1 operating
system for comunication over FDDI to renove this I/O bottleneck fromthe
end system

We described the characteristics of the DEC 3000 AXP Mbdel 500 workstation
which uses Digital's Al pha AXP 64-bit RISC microprocessor. Wth the use

of wider access to nmenory and the use of nultilevel caches, which are
coherent with DMA, the nmenory subsystem provi des the needed bandwi dth for
applications to achi eve substantial throughput while perform ng network
/0

We described the inplenmentation of the internet protocol suite, TCP

/1P and UDP/ 1P, on the DEC OSF/ 1 operating system One of the primry
characteristics of the design is the need for data novenent across the
kernel -user address space boundary. In addition, both TCP and UDP use
checksuns for the data. Both these operations introduce increasing overhead
with the user nmessage size and conprise a significant part of the tota
processing cost. We described the optinizations performed to nake these
operations efficient by taking advantage of the w der cache lines for the
systenms and the use of 64-bit operations.

We incorporated several optimzations to the inplenentation of TCP in

the DEC OSF/ 1 operating system One of the first was to increase the
default socket buffer size (and hence the w ndow size) used by TCP fromthe
earlier, nore conservative 4K bytes to 32K bytes. Wth this, the throughput
of a TCP connection over FDDI between two Al pha AXP workstations reached
76.6 Mo/s. By increasing the wi ndow size even further, we found that the

t hroughput increases essentially to the full FDDI bandwi dth. To increase
the wi ndow si ze beyond 64K bytes requires the use of recent extensions to
TCP using the wi ndow scal e option. The wi ndow scal e option, which is set

up at the connection initialization tine, allows the two end systens to
use much | arger wi ndows. We showed that, when using a w ndow size of 150K
bytes, the peak throughput of the TCP connection increases to 94.5 M/ s.

We al so i nproved the perfornmance of UDP through inplenmentation

optim zations. Typical BSD-derived systens experience substantial |oss

at the receiver when two peer systems communi cate using UDP. Through sinple
nodi fications in the processing for UDP and reordering the processing
steps, we inproved the delivered throughput to the receiving application



substantially. The UDP receive throughput at the application achieved was
97.56 Md/s for the typical NFS nessage size of 8K bytes. Even at this

t hroughput, we found that the CPU of the transmitter was not saturated.
When a transnmitter was allowed to transmit over two different rings (thus
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renmovi ng the conmuni cation link as the bottleneck) to two receivers, a
singl e Al pha AXP workstation (DEC 3000 AXP Model 500) is able to transmt
an aggregate throughput of nore than 149 Md/s for a nessage size of 8K
byt es.

We al so described throughput neasurenents with the FDDI full-dupl ex node
bet ween two Al pha AXP workstations. Wth full-duplex node there are no

| at enci es which are associated with token rotation, |ost token recovery,
or limtations on the ampbunt of data transmitted at a tinme as inposed by
the FDDI tinmed-token protocol. As a result, with full-duplex node there
are performance i nmprovenents. Wth TCP, we achieve a throughput of 94.5
Mo/ s even with the default socket buffer of 32K bytes. This is smaller
than the buffer size needed in token passing node to achieve the sane |eve
of throughput. Since the link becones the bottleneck at this point, there
is no substantial increase in throughput achieved with the use of w ndow
scaling when FDDI is being used in full-duplex node. An increase in peak
transmt throughput with UDP is al so seen when using FDDI in full-duplex
node.

Finally, a few inplenmentation ideas currently under study were presented.
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