Digital's Miultiprotocol Routing Software Design

1 Abstract

The inplenmentation of Digital's multiprotocol routing strategy required
addressing various technical design issues, principally the stability

of the distributed routing algorithnms, network nanagenent, perfornmance,
and interactions between routing and bridgi ng. Devel opers of Digital's
DEC WANrout er and DECNI S products enhanced real -ti me kernel software,

i mpl ement ed performance-centered protocol software, and used hi gh-coverage,
hi gh-quality testing and sinulation nethods to solve problens related to
these issues. In particular, a packet managenent strategy ensured that
qgueui ng requirenments were net to guarantee the stability of the routing
al gorithms. Al so, network nanagenent costs were mnimzed by down-1line

| oadi ng software, using a nmenu-driven configuration program and carefu
noni toring. Router performance was optim zed by maxim zing the packet
forwarding rate while mnimzing the transit del ay.

Digital's inplenentation of nultiprotocol routing software enabl es

i nt ernetwor ki ng across conpl ex topol ogies including | ocal and w de area

net wor ks (LANs and WANs) and di al -up networks. Evolving fromDigital's
successful tradition in DECnet Phase |V networks, the inplenmentation of

mul ti protocol routing currently supports numerous protocol and packet types
i ncl udi ng

o DECnet Phase |V

o Transm ssion control protocol/internet protocol (TCP/IP)
0o Novell NetWare internetwork packet exchange (1PX) protoco
o AppleTal k protocol suite

0 OSI CLNS, the open systens interconnection protocol for providing the
connecti onl ess- nnde network service

0 X 25, the packet switching standard specified by the Comté Consultatif
I nternational e de Tél égraphi que et Tél éphoni que (CCITT)

Addi tional extensions for Digital's DECnet Phase V and ADVANTAGE- NETWORKS
architecture requirenents are also supported by Digital's nultiprotoco
routers.[1,2] Many of these routers incorporate bridging technol ogy,

thus providing integrated bridging routers. This paper describes the nost
signi ficant technical problens encountered and the solutions inplenented
when many internetworking operations are integrated into Digital's

mul ti protocol router system designs.
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2 Digital's Router Product Overview

Digital's multiprotocol router products conprise two types: (1) access
routers, which allow access to WAN services from branch offices for |arge
LAN and WAN i ntegration networks, and (2) backbone routers, which provide
hi gh- speed packet switching services for the network backbone of nultiple
types of high-speed nedia. Backbone sites offer a backbone network that

of ten consolidates high-speed WAN [ines, e.g., T1, T3, and SMDS. For high-
speed | ocal sites, backbone routers provide high-speed switching for many
LAN ports and types, i.e., Ethernet, fiber distributed data interface
(FDDI'), and token ring. This section briefly discusses some of Digital's
access routers-the DEC WANrouter 500, DEC WANrouter 250, and DEC WANr out er
90 products - and backbone routers-the DECNI S 500 and DECNI'S 600 products.

The DEC WANrouter 500 is one of Digital's access routers and has been
available in the marketplace since 1986. Originally a DECnet Phase |V-

only router, this router has been upgraded and now offers nultiprotoco
routing that includes DECnet Phase |V, TCP/IP, and OSI. Additional support
exists in this access router for comopn WAN services such as X. 25 and frame
relay. The DEC WANrouter 500 is a fixed-port configuration router offering
one Tl WAN port and one Ethernet LAN port. This configuration permts
branch office LANs to interconnect to backbone routers over relatively

hi gh-speed T1 lines. The DEC WANrouter 500 has an inportant place in router
i ndustry history as it was the first router ever to support the integrated
internmedi ate systemto-internedi ate system (Integrated IS-1S) routing

al gorithm | 3]

The DEC WANrout er 250, another of Digital's access routers, is significant
due to its high density of WAN ports and its support for asynchronous

WAN data link protocols. These two ngjor features conbine with the

mul ti protocol routing software to provide a router for the newly energing
conmput er networki ng needs of nobile conputers. The increasing use of
personal conputers, including nobile |laptop conputers, has led to the
devel opnent of new techni ques for networking such renote conmputers. The
DEC WANrout er 250 provides eight WAN ports with dial-in access for the

i nternetworki ng of such renote and nobil e conputers.

The introduction of LAN hub technol ogy has produced a need for new snal
router products for these platfornms. Digital's DEChub 90 Et hernet backpl ane
product set includes the DEC WANrouter 90 access router shown in Figure

1. One feature of the DEChub 90 technology is that this router can be
configured to reside within the hub itself or as a standal one nmodule. In
addition, this router is conpletely self-contained and extrenely small
(i.e., simlar in size to a VHS vi deocassette). Many WAN access services,
such as X. 25 network access, are provided for the DEChub 90 with the DEC
WANr out er 90 router



NOTE

Figure 1 (DEC WANrouter 90 Access Router) is a photograph and is
unavai |l abl e.
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The DECNI'S 500 and DECNI'S 600 (see Figure 2) bridging and routing products
are Digital's highest perform ng and nost flexible platfornms. These
backbone routing systens offer the power and interfaces necessary to neet
the bridging and routing requirenments of conpl ex, high-speed networks,
e.g., Ethernet, FDDI, T1/El, and T3/ SMDS. [ 4]

NOTE

Figure 2 (DECNI'S 600 Backbone Router) is a photograph and is
unavai |l abl e.

3 Router Software Devel opnent Met hods

Sof t ware devel opnment for routing systens requires real-tine kerne

sof tware, perfornmance-centered protocol software devel opnent

i mpl enment ati on, and hi gh-coverage, high-quality testing and sinmulation
met hods. This section briefly describes sone key techni ques used in these
devel opnent areas for the DEC WANrout er and DECNI S engi neeri ng prograns.

Ker nel Sof twar e

Digital has devel oped and refined different kernels with common interfaces
to address the real-tinme software design environnents required for their
routers. A conmon router interface nodel has pernmitted different kernels
to be turned to specific platforns as required. In sonme cases, a commn
portabl e kernel was devel oped that permitted quick retargeting of the tota
router software in support of short tine-to-market devel opment needs.

Sof tware | npl enentation

The foll owi ng techniques were used in the devel opnment of the DEC WANrout er
and DECNI S router software:

1. Inmplementing software directly from proprietary or standards-based
architecture specifications

2. Licensing software fromsuppliers, e.g., external corporate software
provi ders and government-funded university software projects

3. Inportation of software from other inplenentations, i.e., host sources
such as the ULTRI X, Open Software Foundation (OSF), and OpenVMS systens

Di gital devel oped speci al - purpose, high-performance i npl enentations of

the Integrated IS-1S routing protocol. In addition, specific software
kernel s provi de control and extensions for the special features required.
Engi neers enhanced the real-tine software kernels with software interfaces
comonly found in public domain software (e.g., the Berkel ey Software



Devel opnent [BSD] UNI X socket nodel and system services). The inclusion of
such interfaces has accelerated the addition of new software from externa
sour ces.
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Common router software has been devel oped for use across Digital's many

i nternetworking platforns. The majority of this routing software, which

i s independent of the underlying hardware, has been devel oped to support
the evol ving standards of portability. For each platform the perfornmance-
i ntensi ve and hardware-specific code have been custom zed to naxinize the
design center for each instance of a router product architecture.
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Rout er Sof tware Design |ssues

Many techni cal problens had to be resolved when building Digital's

nmul ti protocol routers. The followi ng sections describe the npst significant
i ssues and how they were addressed in the DECNIS 600 backbone router, as an
exanpl e of router software design. These issues were

1. Stability of the distributed routing algorithns
2. Network managenent

3. Performance

4. Interactions between routing and bridging

Menory size and usage and congestion control are also key issues. However,
this paper does does not describe themin depth. Briefly, the amunt of
menory available is a major constraint on any router inplementer. Usually,
menory is largely consuned by code and by the databases the router nust
maintain to calculate the best route. In the case of routers that also
perform connection-oriented functions (e.g., X 25 gateways and term na
servers), significant amunts of nenory may be taken up by the per-
connection state and counter information.

Since it is essential for routers in the network to agree on the best
route to a destination, all such routers nust be able to handle the route
dat abase for that network. Digital's router designs have an automatic
shut down nmechani smthat takes effect should a router run out of nenory

in which to store routing information. This nmechani sm prevents routing

| oops.

To control OSI congestion, the router nust determ ne whether or not a
packet experienced congestion by calculating the average transm ssion
gqueue length over tine. This calculation nust be perfornmed in an efficient
real -time manner. Thus, for the DEC WANrouter and DECNI S products, Digita
desi gned and i npl enented al gorithms specific to the particular queue
structures and hardware design.

4 Stability of the Distributed Routing Algorithms

Distributed routing algorithmstability was the npst inportant issue
considered in the design of Digital's router systenms. A system design nust
guar antee successful results in support of routing control protocols even
when the router is operating under a high | oad.

What ever protocol is used, dynanmic routing requires that all nodes that
make deci sions on how to forward data shoul d agree on the correct path.



Ot herwi se, data packets will be discarded (e.g., if sent to a node that

does not know how to reach the destination) or nay loop (e.g., if two
routers each believe the other is the correct next node on the path to the
ultimate destination, then the packet will |oop between the two routers).
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If network configurations never changed, and |lines and routers never

got overl oaded, then guaranteeing successful results would be easy.
Unfortunately, actual networks are conplex. In practice, for each protocol
the correct path agreenent is reached using an algorithmdistributed
between multiple i ndependent routers and operating on ever-changi ng data.

The distributed algorithm nmust converge rapidly so that when network
conditions change, the new route is agreed upon quickly. However, the

al gorithm nust al so be stable. When changes occur at a fast rate or

when the algorithmis trying to conplete or has just conpleted, the
algorithmust still converge to a consistent state between all the routers
involved. In this way, the network remains useful. In addition, while the
network is changing, a router or a line nmay suddenly be presented with an
excessive | oad of packets to forward (e.g., because a routing |oop occurred
transiently). This situation nust not be allowed to disturb the stability
of the routing algorithm

The stability of a well-designed routing algorithmis directly related to
how well the algorithmneets the follow ng main requirenents:

o Line speed. The effective speed of lines between routers (allow ng
for error correction by the data |ink protocol or the noden) nust be
hi gh enough to allow the routers to rapidly exchange routing contro
i nformati on. The maxi num bandwi dth required for routing control traffic
can be calculated fromthe size of the network.[5] In a network of 4,000
end nodes, 100 level 1 routers, and 400 | evel 2 routers, approximtely
one Link State Packet (LSP) will be received every second. This LSP may
contain 1,500 bytes, which would use a line bandw dth of 12,000 bits
per second. This aspect of stability is under the control of the network
desi gner; line speeds and network size nust be continuously nonitored
and rel at ed.

0 Processing power. The router CPU nmust be fast enough to forward routing
updates to neighboring routers with m ninum del ay and nmust be able to
recal cul ate the forwardi ng database quickly. O course, this requirenent
relates only to that portion of the CPU tine available for routing
functions. A router that is also doing another job (e.g., acting as
a file server) will have |l ess CPU power available, unless routing is
given priority over the other functions. Consequently, npst networks now
use dedicated routers instead of attenpting to have routing tasks share
the CPU with other functions.

0 Queuing. The nobst inportant stability factor is to make sure that the
systens are self-stabilizing. As the problem gets worse, progress to
the solution should not become sl ower. For exanple, as the network
configuration changes nore rapidly, the calculation of the best route
must not get slower. To nmeet this requirenent, the routers nust be



careful about queuing data and routing control nessages internally
so that excessive or unusual data forwarding | oads do not affect the
processing of routing control nessages. O herw se, when a network
probl em overl oads a router, the routing algorithm my never converge
to fix the problem
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Figure 3 illustrates a case where an incorrectly designed router (one
that gives priority to data forwardi ng over routing control nessage
recepti on and processing) could cause a permanent routing | oop and thus
i solate a portion of the network. In this exanple, node A is sending a

| arge anobunt of data to node F over the high-speed T1 line. The | ower-
speed (64 kilobit-per-second [kb/s]) line is available as a backup line.
Because the backup line runs at only 64 kb/s, node C need only be a

| ow- power router. For exanple, a router rated at 128 packets per second
woul d be sufficient because a fully saturated full-duplex 64-kb/s line
with 128-byte packets handl es 128 packets per second.

Consi der what happens if the Tl line fails. Router B notices imediately
and begins to forward data to router C. Initially, however, router

C still believes the best route to node F is over the Tl line and so
forwards the data back to router B. B resends the data to C and so on; a
routing | oop has been created. This problemis common during routing
transitions. The loop will be broken as soon as router C runs the
deci si on process and updates its routing tables. However, if router C

is incorrectly designed and gives priority to forwardi ng data, then the
unexpectedly | arge amount of data will "swanp" the router and prevent it
fromrunni ng the decision process.

In addition, since router Cis only a |owspeed router, it wll
be forced to discard many data packets. Eventually, the transport

connections between node A and node F will fail, because packets are
not being delivered (presumably causing the applications to fail).
This situation will reduce the nunber of packets being introduced into

the | oop. However, each packet can go around the | oop many tines, thus
generating a high load. In this exanple, if nodes are set up such that a
packet can travel the loop 64 tines (a comon val ue), then introducing
only two packets into the |oop per second will continue to swanp router
C. Any node on the LAN might be sending those packets to di scover when
access to the remote LAN is restored. The effect is a long-lived routing
| oop that isolates the whole LAN, even though there was supposed to be a
backup |ink avail abl e.

Menory usage. Activities less inmportant than routing should not consune
the menory necessary for routing control processes to carry out their
function. Even in a dedicated router, sone |esser activities wll

be in progress. For exanple, network managenment and accounting are

i nportant activities, but they are not as critical as nmmintaining
network stability-wi thout a stable network, network management and
accounting will fail. Therefore, other activities should not starve the
routing control processes of menmory. Consequently, traditional nenory
pool s are not an appropriate way to allocate critical menory within the
router; routing nmenory usage must be preall ocat ed.



The remai nder of this section describes the inpact of the requirements on
processi ng power, queuing, and nmenory allocation on the design of the DEC
WANr out er and DECNI S products.
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Requi renents on Processi ng Power

The Digital Network Architecture (DNA) routing architecture requires

that routing updates be propagated within 1 second of arriving and that
the forwardi ng database cal cul ati on take no nore than 5 seconds. [ 5]

The forwardi ng database cal culation is CPU-intensive, but the tine is
proportional to the nunmber of links reported in LSPs. To neet the DNA
requi renent, various neasurenents were nmade for each product to deterni ne
the nunber of |inks the decision process could handl e per second. This

i nformati on indicates, for each product, the maxi mum nunber of I|inks
allowed in the network. Note that this nunber does not directly limt the
nunber of nodes pernitted in the network; a large network with an efficient
connection strategy may have fewer links than a small network in which
every node is connected directly to every other

The update process |atency requirenment neans that the CPU tine nust be
fairly allocated between the decision process and the update process. If
the update process was required to wait until the decision process had
conpl eted, then the delays on forwarding LSPs would be too large (i.e., 6
seconds).

We considered three possible solutions.

0 Process priorities. Gve the update process a strictly higher priority
than the decision process so that the database can be updated as
required. The nmain issues to resolve are synchroni zing access to the
shared LSP dat abase and all owi ng the decision process to conplete, if a
faulty router generates LSPs at an excessive rate.

o Tineslicing. As in a traditional tinmesharing system allow both
processes to run sinultaneously, thus sharing the CPU. This solution
al so requires synchronizing access to the LSP dat abase.

o Voluntary preenption. The decision process periodically checks to see
if the update process is required and, if so, dispatches to it. This
check can occur at tinme intervals frequent enough to neet the | atency
requi renents and at times convenient to the decision process so that no
synchroni zati on probl ens occur

To avoid the synchroni zation problens, Digital's DECNI S 600 software
devel opers chose the third solution for two reasons.

1. Synchronization issues often cause problens that are serious and
difficult to debug in conplex systenms. By avoiding these issues
entirely, we sinplified the software and increased its reliability.

2. The addition of synchronization nmechanisns for parallel tasks can



decrease the performance of the total system (for exanple by causing
excessi ve reschedul i ng operations). Using voluntary preenption allowed a
very efficient solution that still met the architectural requirenents.
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Requi renents on Queui ng

Queui ng constraints ensure that high | oads do not cause routing contro
information to be discarded. Initially, separating the data for forwarding
fromrouting control nmessages might appear to be the |l ogical solution to
preserving routing control information. However, this solution works only
if the router can process all the routing control messages w thout getting
behi nd.

Many practical routers, including the DEC WANrout er products, do not have a
CPU that is fast enough to guarantee such processing perfornmance. Digital's
routers can guarantee to neet the timng requirenents on the decision

and update processes (even under worst-case |oads), but if that load is
combined with a flood of End-node Hell o nmessages, Router Hell o nessages,
and other control traffic, then sone of those nmessages have to be discarded
or queued for later processing. Since there might be 1,000 or nore nodes on
the LAN, the worst situation would be if all these nodes were to decide to
send Hell o nessages at the sane tine.

Careful software design neans that the routers can neet the network
stability requirenments and still not |ose connectivity to end nodes on

the LAN. For the DEC WANrouter software, Digital designed and inplenmented a
packet managenent policy that differentiates between routing packet types
to nmeet their respective processing requirenments for network stability. The
following |ist sumuarizes the classes of packet types:

o Data
o End-node Hell o nessages
0 Router Hell o nessages

o Link State Packets and their acknow edgnents, Sequence Nunber Packets
(SNPs) and Conpl ete Sequence Number Packets (CSNPs)

The paraneters controlling the m ni mum and maxi nrum nunbers of packets to

be used for each differentiated type are carefully cal cul ated based on
their architected behavior and the network configurati ons supported by each
product. For exanple, a router's architected design center for supporting

a given maxi mum nunber of adjacent routers on an attached LAN will affect
the policy selected for managi ng the Router Hell o nessage queues and packet
buffers. Such nmechani snms are inplenented to guarantee that, for network
stability, forwarding performance, and network convergence, the nininum

| evel s of forward progress per packet type are net.

Thi s packet managenent policy uses both buffer pools and queuing to
i mpl ement the required policies. Inbound traffic is placed on queues that



are serviced using variants of round-robin algorithns. These al gorithns
give different weightings to each queue to ensure that progress is nmde
for every packet type, although at different rates.[6] For exanple, for
every data packet processed, the router may process 5 LSPs, 5 End-node
Hell os, and 10 Router Hell os. The actual weightings used are sel ected when
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the software is designed and depend on the performance characteristics and
expected network configuration of each product.

Sone alternatives that were considered are

o Alternative buffer pools. A conpletely separate pool can be used for
each of the different types of packets. The disadvantage is that in
smal | configurations or ones that are not under heavy stress, the poo
of buffers available for forwarding is |limted unnecessarily.

o Strict priorities. Setting strict priorities for processing different
types of routing control nmessages is undesirable, because a flood of one
type of routing control nmessage could cause another type to be ignored
for along tinme. In such a case, it is better to process sonme of each
type of nessage than to give one type absolute priority.

In the DECNI S routers, several queues exist at the boundaries between the
different DECNI S processors.[4] Digital designed a nechanismfor these
gqueues sinmilar to that described for the DEC WANrout er products. Wen the
network interface cards, i.e., linecards, receive a packet destined to

be passed to the nanagenent processor card (MPC), they anal yze the packet
and tell the MPC whether it is data, routing control, bridging control

or systemcontrol (which includes Iinecard responses to commands fromthe
MPC) . Thus, queues anal ogous to those described for the DEC WANrouters are
used at all the interfaces within the system For exanple, the assistance
processor on the MPC recogni zes the different types of nessages and queues
them on separate internal queues.

Requi renents on Menory All ocation

Rout ers must have sufficient buffer space to handle the routing contro
nmessages. Consequently, all of Digital's router products guarantee this
menory allocation. To preserve these buffers, the DECNIS MPC i npl enent s
buf fer swappi ng between |layers, as illustrated in Figure 4. The data
link | ayer nust never be starved of buffers; otherw se, packets regarded
as inportant by routing may be discarded wi thout ever being received.

To ensure that an adequate nunber of buffers is available to the data
link layer, the MPC gives the data link a certain nunber of buffers and
mai ntai ns that nunber. Every time a buffer is passed fromthe data |ink

| ayer to the routing |ayer, another buffer is swapped back in return. If
routing currently has no free buffers, it selects a |l ess inportant packet
to discard (freeing up the buffer containing the packet). In this way, the
data link layer always has buffers avail abl e.

In the DECNIS |inecard buffers, the arrangements are simlar to those just
descri bed, but the details differ. The |inecards and the MPC perform buffer
swappi hg anong thensel ves. [ 4]
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5 Network Managenent

Some of the highest costs involved in running a network are those rel ated
to obtai ning and maintaining trai ned and experi enced network managers and
operators. Mnim zing these costs requires routers that can be easily and
efficiently managed. The mmj or network managenent issues are

o Installation/loading. How are software updates distributed and
i nstall ed? How | ong does the router take to | oad after a power failure?

o Configuration. How is the software told about changes to the |ines or
the network paraneters? Does the network require a reboot to change
i nformati on?

o Mnitoring. How does the nanager get i mrediate reports of problens and
unexpected changes, and long-termreports of traffic patterns and usage
for network planning?

o Control. How can the manager shut down a line or even a whole router?

o Problemsolving. Wat tools are available to detect the problem and then
to investigate and correct the probl enf

In all networks, though, a renpte managenent capability is essenti al
Skill ed network managenent staff may not be available at all sites (e.g., a
smal | branch office). In fact, sone sites may have no staff at all (e.g., a
i ghts-out conputing center).

Installation and Loadi ng

Al l DEC WANrouter and DECNI S products update their software by down-

line | oadi ng new software over the network. In the case of the DECN S,
the software is stored in nonvolatile nmenory and so does not need to be
rel oaded on each boot. However, the DEC WANrouter products down-line | oad
the software each tine they are boot ed.

Digital considered two other alternatives.

0 Read-only nmenmory (ROM). This neans of distribution has the di sadvant age
of being expensive to nodify and difficult to replace renotely.

o Floppy disk or other interface on the router. This mechani smincreases
cost and reduces reliability. Loading froma floppy disk may al so be
sl ower than | oadi ng over a network. Again, renote updating nmay not be
possi bl e, and physical security issues (e.g., preventing unauthorized
users from supplying uncontrolled router software) may be introduced.



For the DECNI S product, Digital chose to use nonvolatile nenory, e.g.
flash random access nenory (RAM, for fast and reliable |oading conbined
wi th backup down-1line |oad operation when software updates are required.
The down-line | oad can be froma DECnet system using the maintenance
operations protocol (MOP) or froma TCP/IP host using the boot protoco
(BOOTP) and the trivial file transfer protocol (TFTP).[1] The down-

line | oad provides an easy way to update software when required; the
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software can be installed on a | oad host using any of the standard software
di stribution nmechanisns (e.g., CD-ROM magnetic tape, or the network).

Configuration

Configuring a router is notoriously difficult. Therefore, Digital devel oped
a tool to assist the network manager with configuration. Each of the DEC
WANr out er and DECNI' S products conmes with a configuration program This
menu-driven program | eads the network nanager through a series of forns

to define the information needed to configure the router or to nmodify

an existing configuration. On-line help is available, and steps may be
retraced. Consequently, the network nmanager has no need to |learn the
network control |anguage (NCL).

Digital used formal human factors testing during the design and devel opnent
of the configurators to ensure that these tools were of high quality. Human
interface testing continued through the router's custonmer field trials and
provi ded additional feedback on our configurators' ease of use.

One thing that Digital did not originally anticipate is that users now
tend to see the configurators as the user interface for the product. The
configurator is often a custonmer's main nmeans of interacting with the
router and thus is an essential part of the product. Once people have used
the configurator, they no longer regard it as an optional feature.

Moni t ori ng

Digital's routers are fully manageabl e usi ng Phase V network nmanagenent.
They all respond to NCL commands and can be managed using the DECntc
program Digital's Enterprise Managenent Architecture (EMA)-conpliant
director. Therefore, DECncc added-val ue functional nopdul es are avail able
for performance analysis and historical data recordi ng. The DECncc design
enabl es these functions to work without changing the router design.

Many users, however, are now i nvesting in managenment stations that use the
si mpl e networ k managenent protocol (SNMP). Thus, for nonitoring purposes,
Digital already inplenents basic read-only SNWP managenent, which is being
enhanced over tinme to add nore information

Contro

Whet her nanaged by the NCL or the DECnctc director, access is controlled
usi ng passwords. In addition, Digital is focused on offering full SNW
managenment for the router products. As well as providing the standard
publi ¢ managenent information, Digital is defining private nanagenent
information to allow unique features of the routers to be controll ed.
We designed the internal nanagenent interfaces of the routers to allow



us to wite nodul es that are manageable from both the SNMP and t he
common nmanagenent information protocol (CMP), with mniml effort and
duplication.
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Pr obl em Sol vi ng

One of the nost tine-consum ng, and hence expensive, parts of a network
manager's job is problem solving. Fortunately, many of the tools and
techni ques used for this task were required for debuggi ng and testing
router inplenmentations and thus already exist.

Building initially on debugging and testing experience, and | ater on

di scussions with users, Digital has produced problem sol ving guides for
each DEC WANrout er and DECNI S product. These gui des take the user through
a step-by-step description of howto isolate and fix a problem W have
conducted human factors testing on these guides and have investigated

di fferent nodes of meking this information avail able. The DECNI S gui de

is currently available in hard copy and also in an on-1ine Bookreader
formthat allows noving through the flow to be automated using hot spots.
Digital is currently evaluating Hypertext technology to further inprove
the usability. One main tool for problemsolving is the conmon trace
facility (CTF), a software tool that causes the router to record and

di spl ay packets that are sent and received. Analysis routines automatically
format the packets. Having the CTF is conparable to having a built-in line
or LAN analyzer. The CTF is the main diaghostic tool used by Digital's
servi ce engi neers when investigating a problemand al so by the devel opnent
engi neers when debuggi ng software.

Digital's routers also include diagnostic and mai ntenance facilities,

whi ch include | oopback testing over all interfaces and low1level, limted,
renot e managenent directly at the data link |ayer. The renpte managenent
capabilities allow nmonitoring of counters from an adjacent node and

al so all ow an adj acent node to force a reboot if a suitable password is
supplied. This latter operation is referred to as a MOP boot (previously
known as a MOP trigger in DECnet Phase |V).[1]

A MOP boot command may be the final attenpt by a network manager to fix

a problemwith a router without having to go physically on site. For that
reason, the command nust be recogni zed and acted upon regardl ess of what
el se may be happening in the router. In the DECNI S routers, the MOP boot
command is recogni zed by the linecards. In the DEC WANrouter, the MOP boot
command is specially actioned by the |ower |ayers of the software to nmeke
sure it is honored even if the higher layers have failed in sone way or if
the systemis under an enornous | oad.

We al so support the "TCP/IP ping" utility (nmore formally, |1 CMP Echo)
and the simlar "OSlI ping" utility. These tools are comonly used for
di agnosi ng reachability probl ens.
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6 Router Performance

Today's | arge-scale conputer data networks rely on bridge router conponents
for the networks' total |evel of performance and quality of service. As
such, data network designers and network nmanagers nust be know edgeabl e
about their chosen router platform s performance characteristics. This
section of the paper discusses the performance aspects of Digital's
routers.

Per f ormance Metrics

In support of devel opi ng conmon netrics across the internetworking

router industry, the Internet Engi neering Task Force (I ETF) has set up

a Benchmar ki ng Met hodol ogy Worki ng Group, which has devel oped definitions
for router performance.[7] Three key netrics defined by this group provide
t he background for our discussion of Digital's router software design

0o Throughput-the maxi mum (forwardi ng) rate at which none of the offered
frames (packets) are dropped by the device (i.e., packets per second)

o Frame loss rate-the percent of frames (packets) that should have been
forwarded by the network device (router) while under a constant | oad but
whi ch were not forwarded due to lack of resources (i.e., percent packets
| ost)

o Latency-for store-and-forward devices (i.e., routers), the tine interva
begi nni ng when the last bit of the input franme reaches the input port
and endi ng when the first bit of the output frane is seen on the output
port (i.e., units of tine)

In the design of Digital's router software and systens, a bal ance has

been targeted with maxi m zing the packet throughput forwarding rates while
m nim zing the packet |atency. Some vendors nistakenly conpare | oss-free

t hroughput rates with forwardi ng rates that have high |loss rates. Such
conpari sons nust be studied carefully, because they do not conpare route
performance neasures of equal inpact to the total network. To reiterate,
the throughput forwarding rate occurs only at the point when the franme
loss rate is zero percent. Digital's routers target throughput designs

whi ch, as nmuch as possible, run at "wire speed" with zero frane | oss
rates. Regardl ess of the throughput val ue quoted, router conparison should
reference common packet |oss rates because network applications need to
retransmt any packets that are lost by the routers.

In general, the throughput, loss-free forwarding rate is the opti num val ue
for discussions of router forwardi ng performance. The other critica

value is the stability of the router under heavy overload. A "receive
livel ock" condition occurs when the offered | oad, i.e., input packets



recei ved for subsequent forwarding by a given router, reaches the point
where the delivered throughput, i.e., packets actually forwarded, decreases
to zero.[8,9] Real-tinme systenms, such as routers, have the potential to
livel ock under traffic | oads above their throughput peaks. However, it

is extremely inportant that routing inplenmentations avoid such responses

to post-throughput saturation. In the case of Digital's routers, in al
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architectures and products, the routers do not |ivelock but remain stable
even when the applied input |load to a router exceeds the peak throughput
forwardi ng packet rate. This key performance neasure of router devices
remai ns an underlying design characteristic of all Digital DECNI S and DEC
WANr out er networ k devi ces.

Packet Throughput/ Forwardi ng Rate

Digital's routing platfornms offer a range of throughput neasures. For

each platform the throughput is the nost often quoted val ue used to
characterize the router's aggregate capabilities. In the case of the DECN S
600, an aggregate throughput of 80,000 packets per second is offered.[10]
In smaller routers, the WAN line interface rates (i.e., 64 kb/s and T1)

are often the limting factor for the aggregate throughput. The software in
all cases is optimzed for the given router platforns m x of WAN and LAN

i nterfaces.

Since the forwarding rate is the nost inportant performance netric for

a router, Digital carefully optinm zed the designs of its multiprotoco
routers to allow data forwarding to occur as fast as possible. On the

DEC WANrout er products, we handle all the forwarding on a central CPU

with little hardware assistance. In the DECNI S products, forwarding and
filtering operations are handled by linecards. A hardware assist for the
performance-critical forwarding function's address |ookup is used on DECNI S
routers in support of requirements for very high-speed packet switching.[4]
On each linecard, a streamnlined software kernel has been devel oped al ong
with all the required software. The linecard software kernel and nodul es
were carefully constructed to have the mini mum nunber of instructions

and the | owest number of execution cycles necessary to performthe high-
speed forwarding and filtering operations. On the DECNIS MPC, the software
kernel is also fully capable of the routing forwardi ng operations. However,
this kernel is mainly required to provide the software processing for the
remai ni ng non-performance-intensive operations of the router's software
(i.e., the processing of updates to the router topol ogy database and

t he network managenent commands/recei ved packets). This partitioning of
processi ng of received packets in the DECNI S router system permts such
routers, and the networks that they conprise, to remain highly stable when
traffic overl oads occur.

For the DEC WANrouter software, the forwardi ng operati on has no hardware
assist. Software | ookup assist algorithnms have been researched and

i mpl emented to help neet the performance-intensive requirenment. As in

the m crocoded DECNI S |inecard adapter software, the software is highly
tuned for performance. To minimnze the additional maintenance overhead
associated with highly tuned software, the amobunt of such code is kept to
a mnimum The DEC WANrouter software design is an exanple of how Digita
careful ly bal anced product performance requi renments and product devel opnment



and mai ntenance costs to neet the required price/performance goals for its
router product family.
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Packet Latency (Transit Del ay)

The next nost frequently specified performance requirenent is packet

| atency or packet transit delay. For bridge/router devices, this
nmeasurenent clearly depends on software and hardware tim ngs. However, the
definition of latency utilized corresponds directly to the chosen systenis
desi gn.

The previously quoted I ETF definition for store-and-forward devices can be
further refined to accommdate differing device designs. The | ETF worKki ng
group clarifies the difference between a "store-and-forward devi ce" and

a "bit-forwardi ng device" internal design nmodel for a router. The latter
design nodel is often referred to as a "cut-through" design and requires a
different definition than previously listed for store-and-forward devi ces.
The definition of latency used for this cut-through nodel is the tine
interval starting when the end of the first bit of the input frame reaches
the input port and endi ng when the start of the first bit of the output
frame is seen on the output port.[7]

The issue that distinguishes the two nodels is whether or not processing
starts prior to the packet being conpletely received. However, another
key point is whether or not the packet received can be sent out for
transm ssion prior to conplete reception. Wen reception, forwarding,
and transni ssion can occur in parallel, the design is referred to as
cut-through. For Digital's router designs, the DECNI S does process
reception and forwarding in parallel prior to a packet being conpletely
recei ved. However, the DECNI S does not start transm ssion until a packet
is conpletely received. Thus, the DECNI S | atency nodel uses the origina
store-and-forward definition of the |IETF.

In the case of the DEC WANrouter software, the nodel and definition used is
again store-and-forward. The factors that control the packet latency in the
DEC WANrout er design are as foll ows:

1. Receiving the packet. The packet nust be conpletely received.

2. Performng the forwardi ng operation. This factor includes packet
verification, analyzing the packet, perform ng any required address
| ookup, perform ng any required packet nodifications, and queuing the
packet for transm ssion on the destination interface.

3. Congestion queuing. If the destination interface is not idle, the
packet will have to be queued before transn ssion. Sone transit
del ay neasurenents use only uncongested nmedia i nterfaces connected
to the router. However, |atency nmeasurements nmust be made to neasure
the potential |atency delays due to congestion at the router output
interface. The packet |atency due to queue occupation delays is also



i ncl uded here. Congestion avoi dance al gorithns have been inplenented to
mnimze this congestion del ay.
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4. Transmitting the packet. This factor is usually domnated by the tine
taken to clock the bits of the packet out of the interface but also
i ncludes nedi a access tinmes, i.e., delays due to another node al ready
usi ng a common connection.

We now exani ne how t he DEC WANrouter and DECNI S routers separately nmininize
the transit del ay.

The DEC WANrouters mnimze the packet reception and transni ssion portions
by allowi ng hardware to performthese functions using direct nenory access
(DMA) . Because these systens have only a single processor, the forwarding
delay is mininmzed by the sane fast-path optim zations used to inprove the
forwardi ng rate.

On the other hand, the optim zations for the DECNIS routers are slightly
different for the various |inecards. The DEC WANcontroller 622 card has no
DMA, and the |inecard on-board processor is involved in receiving each byte
of the packet. We parse the header as soon as there is enough information
to do so. For exanple, the data |link packet type field is decoded before
the network address bytes have been received, and the network address

| ookup is initiated as soon as the address has been received (i.e., before
the data has been received). The address | ookup is then perforned by the
address recognition engi ne hardware wi thout further involvenent fromthe
sof t war e.

The DEC WANcontroller 618 card and the DEC LANcontroller 601 and 602 cards
all receive packets one segnent at a tinme. Internally, these cards use
smal | fixed-size buffers that are |inked together as necessary to store

a whol e packet. Again, they performthe analysis and forwardi ng | ookup as
soon as the data is available (i.e., when the first segnment is received).

Thus, for a |arge packet, the entire forwarding decision will have been
made before the |ast byte has been received. However, note that until the
| ast byte has been received, it is not known whether the cyclic redundancy
check (CRC) is correct or the packet has been corrupted. So the packet is
not actually passed to the destination linecard until that check has been
conpl eted. As discussed before, this design is still store-and-forward,
rather than cut-through. The DECNI S design goals were easily net w thout
usi ng cut-through; however, Digital has used the cut-through design on a
nunber of LAN host-based adapters.

When a packet is to be transmitted, certain changes nust be nmade in the
data. For exanple, the |IP and OSI protocols require that time-to-1live
fields and, in sonme cases, other options be nodified. Bridged packets

may need address bits nodified or conversion between Ethernet and | EEE
802 forns. As with reception, all DEC WANcontrol l ers performthese
operations as the data is transmitted. Al cards have hardware assistance



for recal cul ati ng header checksuns and CRCs.
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These features are designed to reduce the forwardi ng delay as nuch as
possible, so that the transit delay is mainly controlled by the tine

it takes to receive and send the packet. The type of architecture that
best describes the DECNI S design is a data-flow, which blends traditiona
store-and-forward designs with newer cut-through designs. This data-fl ow
architecture processes packets in a distributed manner (i.e., linecards
process packets) without transmtting packets prior to conplete reception
val idation of these packets. This design limts the forwardi ng of packets
that are found to be in error, whereas the sinmilar full cut-through design
woul d propagate invalid packets.

7 Interaction Between Routing and Bridging

Desi gning a conbi ned router and bridge product is conplicated by the
rel ati onship between the routing and bridging functions.[11] A received
packet nust be subjected to either the bridge forwarding or the routing
forwardi ng process (or maybe both).

Several designs are possible and are illustrated in Figure 5.

a. Protocol split. In this design, some protocols are bridged, e.qg.
Local Area Transport (LAT), and others are routed, e.g., TCP/IP. The
bri dging and routing functions are conpletely separate; they nerely
share line interfaces. Every packet received is passed to either routing
(if intended for a protocol that is being routed) or bridging.

b. Integrated with one interface. In this design, the routing function is
nodel ed as being | ayered on top of the bridging function. Theoretically,
packets are subjected to the bridging process and then, if they are
addressed to the router, subjected to the routing process. In this
formof the nodel, the router uses a single logical interface seem ngly
connected to a private LAN contained within the bridge/router

c. Integrated with multiple interfaces. This design is simlar to the
i ntegrated design with one interface, but the router uses all the
avail able interfaces and logically connects to the sane extended LAN
mul tiple tines.

Each desi gn nodel has advantages and di sadvantages, and we consi dered al
three nodels for the design of the DECNI S routers. The protocol-splitting
nodel has the advantage of sinplicity. The mmjor disadvantage is that any
particul ar protocol nust be either bridged or routed. The integrated nodels
have the di sadvantage of requiring specific nmanagenment to prevent a routed
protocol from al so being bridged. In nost cases, a protocol is being routed
specifically to avoid the probl ens associated with bridging. The nodel with
one interface al so has the disadvantage that the network nanager may get
confused attenpting to work out which interface is being used for routing.



We chose the protocol-splitting nodel because of its effectiveness and ease
of use.
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8 Special Considerations of the DECNI'S Architecture

We have di scussed special features of the DECNI S system architecture. Now
we present sonme additional DECN S software design issues.

Control and Managenent of Linecards

Each linecard is a separate software environnment and nust be nanaged and
controlled by the managenent processor. The main tasks required are

o "Watchdog" polling. In a standal one network server product, it is
necessary to guard against the software getting caught in an infinite
| oop and hence not responding to nmanagenent and control nessages. The
managenment processor is protected by a hardware watchdog tiner, but
the linecards do not have a tinmer. To protect the linecard software, we
desi gned t he management processor software to poll each linecard every
400 mlliseconds (ns). If there is no response, we reset the card.

o Counters. The network interface cards handl e data forwardi ng and
therefore nust nmaintain the required counters (e.g., the nunmber of data
bytes received). However, to avoid requiring the linecard to naintain
64-bit counters (which costs nmenory and requires 64-bit arithnmetic), the
managenment processor nmintains the full counters and polls the |inecards
frequently enough to guarantee that the on-card counters do not wrap.
Each counter is sized to support the design of the nmanagenent processor
polling every 400 ns.

o Control. When a data |link protocol or a routing protocol is started
or stopped on an interface, the nanagenent processor receives the
net wor k managenment conmand and i ssues appropriate control nessages to
the network interface card.

Di stributed Forwarding

Each linecard nornmally handl es the forwardi ng of bridged and routed
data without involving the managenment processor. This design requires
a different approach to neeting the stability requirenents fromthat
descri bed for the DEC WANrout er devices.

For exanple, the DEC WANrout er products discard data packets to neet

the routing stability requirenents. This discard is |inmted by the

packet managenent mechani sms to guarantee a nmininmum |l evel of forwarding
performance for the other routing packets, even under worst-case conditions
such as those caused by network topol ogy changes. The DECNI S routers do not
normal |y have to discard packets, because the network interface cards can
continue to forward data while the managenent processor handles the routing
protocol operations. In addition, correctly designed |linecard software



guarantees that control traffic is passed to the MPC, even in cases where
the software is also passing | arge amounts of data traffic to the MPC.
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9 Concl usion

Thi s paper describes the conplex nature of the design decisions required
in the devel opment of Digital's nultiprotocol router systems and software.
The issues and sol utions di scussed show how many conflicting technica

requi renents can be addressed. One exanple of such a conflict is related to
the designs goals for the performance of Digital's nultiprotocol routers.
Wil e on one hand achieving extrenely high systemthroughput (i.e., the
DECNI S 600 router supports a forwardi ng throughput rate of over 80, 000
packets per second), the DECNIS 600 design al so addresses the equally
critical netric of router stability (i.e., the DECNIS 600 product renains
stabl e under extrene network | oads).[10] This bal ancing of requirenments is
key to justifying Digital's approach toward router product engi neering. As
summari zed in his recent book on conputer systens performance anal ysis, Raj
Jain states that

The performance of a network ... is nmeasured by the speed (throughput
and del ay), accuracy (error rate) and availability of the packets
sent.[12]

Routers that can forward packets but cannot remain stable under heavy

| oads, or neet the requirenments for bursty packet rates as required by nany
of the newer network applications (e.g., packet-based vi deoconferencing
systenms such as Digital's DECspin product), will fail to satisfy
custoners.[13] As such, Digital provides a well-tuned, optinized tota
network solution with DECNI' S 600 routers and DECspin products. This synergy
of Digital's network applications and network infrastructure conmponents is
the ultimate justification for the nultiprotocol router design decisions
outlined in this paper
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