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ABSTRACT

The CRAY T3D systemis the first nassively parallel processor
from Cray Research. The inplenentation entailed the design of
system sof tware, hardware, | anguages, and tools. A study of
representative applications influenced these designs. The paper
focuses on the programr ng nodel, the physically distributed,

| ogically shared nenory interconnect, and the integration of
Digital's DECchip 21064 Al pha AXP m croprocessor in this

i nterconnect. Additional topics include |atency-hiding and
synchroni zation hardware, libraries, operating system and tools.

| NTRODUCTI ON

Today's fastest scientific and engi neering conputers, nanely
supercomputers, fall into two basic categories: parallel vector
processors (PVPs) and massively parallel processors (MPPs).
Systens in both categories deliver tens to hundreds of billions
of floating-point operations per second (G-LOPS) but have nenory
i nterconnects that differ significantly. After presenting a brief
i ntroduction on PVPs to provide a context for MPPs, this paper
focuses on the design of MPPs from Cray Research

PVPs have domi nated superconputi ng design since the commercia
success of the CRAY-1 superconputer in the 1970s. Mddern PVPs,
such as the CRAY C90 systens from Cray Research, continue to
provi de the hi ghest sustained performance on a wi de range of
codes. As shown in Figure 1, PVPs use dozens of powerful custom
vector processors on a high-bandwi dth, |owl atency, shared-nmenory



i nterconnect. The vector processors are on one side of the

i nterconnect with hundreds to thousands of nenories on the other
side. The interconnect has uniform nenory access, i.e., the

| atency and bandwi dth are uniformfromall processors to any word
of nmenory.

[Figure 1 (Menory Interconnection Architectures) in not available
in ASCII format.]

MPPs i nmpl ement a nenory architecture that is radically different
fromthat of PVPs. MPPs can deliver peak performance an order of
magni tude faster than PVP systens but often sustain performance
| ower than PVPs. A nmjor challenge in MPP design is to enable a
wi de range of applications to sustain performance |evels higher
t han on PVPs.

MPPs typically use hundreds to thousands of fast comrercia

m croprocessors with the processors and nenories paired into

di stributed processing elenents (PEs). The MPP nenory

i nterconnects have tended to be slower than the high-end PVP
menory interconnects. The MPP interconnects have nonuniform
menory access, i.e., the access speed (latency and bandwi dth)
froma processor to its local nenory tends to be faster than the
access speed to renote nenories.

The processi ng speed and nmenory bandwi dth of each m croprocessor
are substantially |lower than those of a vector processor. Even
so, the sum of the speeds of hundreds or thousands of

nm croprocessors can often exceed the aggregate speed of dozens of
vector processors by an order of magnitude. Therefore, a goal for
MPP design is to raise the efficiency of hundreds of

nm croprocessors working in parallel to a point where they perform
nore useful work than can be performed on the traditional PVPs.

| mproving the mcroprocessor interconnection network will broaden
the spectrum of MPP applications that have faster

ti mes-to-solution than on PVPs.

A key architectural feature of the CRAY T3D systemis the use of
physically distributed, |logically shared nmenory

(di stributed-shared nenory). The nmenory is physically distributed
in that each PE contains a processor and a |ocal dynam c

random access nmenory (DRAM; accesses to local nenory are faster
than accesses to renote nmenories. The nmenory is shared in that
any processor can read or wite any word in any of the renpte PEs
Wi t hout the assistance or know edge of the renmpte processors or
the operating system Cray Research provides a shell of circuitry
around the processor that allows the |ocal processor to issue
machi ne instructions to read renote nenory | ocations.

Di stributed-shared nenory is a significant advance in bal anci ng
the rati o between rennte and | ocal nenory access speeds. This

bal ance, in conjunction with new programi ng methods that exploit
this new capability, will increase the nunber of applications
that can run efficiently on MPPs and sinplify the programr ng

t asks.



The CRAY T3D design process followed a top-down flow. Initially,
a small team of Cray Research applications specialists, software
engi neers, and hardware designers worked together to conduct a
performance anal ysis of target applications. The team extracted
key algorithmic performance traits and anal yzed t he performance
sensitivity of MPP designs to these traits. This activity was
acconplished with the inval uabl e assistance and advice of a

sel ect set of experienced MPP users, whose insights into the
needs of high-performance conputing profoundly affected the
design. The analysis identified key fundanental operations and
har dwar e/ sof tware features required to execute parallel prograns
wi th high performance. A series of discussions on engineering
trade-offs, software reusability issues, interconnection design
studi es and sinul ati ons, progranmm ng nodel designs, and
performance considerations led to the final design.

The resulting systemarchitecture is a distributed menory, shared
address space, multiple instruction, multiple data (M M)

nmul ti processor. Special |atency-hiding and synchronization
hardware facilitates conmmuni cati on and renote nmenory access over
a fast, three-dinmensional (3-D) torus interconnection network.
The majority of the renpte nenory accesses conplete in |less than
1 mcrosecond, which is one to two orders of magnitude faster
than on nobst other MPPs.[1, 2, 3]

A fundanental challenge for the CRAY T3D system (and for other
MPP systens) is usability. By definition, an MPP with high
usability woul d sustain higher performance than traditional PVP
systens for a wi de range of codes and would allow the progranmrer
to achieve this high performance with a reasonable effort.
Several elenments in the CRAY T3D system conmbine to achieve this
goal

o] The distributed-shared nmenory interconnect allows
efficient, random single-word access from any processor
to any word of nenory.

o] Cray's distributed menory, Fortran programr ng nodel with
implicit renpte addressing is called CRAFT. It provides a
standard, high-level interface to this hardware and
reduces the effort needed to arrive at near-optinum
performance for many probl em domai ns. [ 4]

o] The heterogeneous architecture allows problenms to be
di stri buted between an MPP and its PVP host, with the
hi ghly parallel portions on the MPP and the serial or
noderately parallel portions on the PVP host. This
het er ogeneous capability greatly increases the range of
algorithms that will work efficiently. It also enables
st epwi se MPP program devel opnent, which lets the
programer nove code fromthe PVP to the MPP in stages.

o] The CRAY T3D hi gh-speed 1/0O capabilities provide a close



coupling between the MPP and the PVP host. These
capabilities sustain the thousands of negabytes per
second of disk, tape, and network |I/O that tend to
acconpany problens that run at GFLOPS.

The remai nder of this paper is divided into four sections. The
first section discusses the results of the applications analysis
and its critical inpact on the CRAY T3D design, including a
summary of critical MPP functionality. The second section
characterizes the system software. The software serves nultiple
purposes; it presents the MPP functionality to the progranmer,
maps the applications to the hardware, and serves as the
interface to the scientist. In the third section, the hardware
design is laid out in sone detail, including mcroprocessor

sel ection and the design issues for the Cray shell circuitry that
surrounds the core mcroprocessor and inplenents the nmenory
system the interconnection network, and the synchronization
capabilities. The fourth section presents benchmark results. A
brief summary and references concl ude the paper

THE | MPACT OF APPLI CATI ONS ON DESI GN

As conputing power increases, conputer simulations increasingly
use conplex and irregular geonetries. These sinulations can
involve multiple nmaterials with differing properties. A common
trend is to inprove verisimlitude, i.e., the senblance of
reality, through increasingly accurate nmathenatical descriptions
of natural |aws.

Consequently, the resolution of nodels is inproving. The use of
smal ler grid sizes and shorter tine scales resolves detail

Model s that use irregular and unstructured grids to accommpdate
geonetries may be dynamically adapted by the conputer prograns as
the sinmulation evolves. The algorithnms increasingly use inplicit
time stepping.

A naive single instruction, nmultiple data (SI MD) processor design
cannot efficiently deal with the simulation trends and resulting
nodel characteristics. Performng the sane operation at each
poi nt of space in |lockstep can be extrenely wasteful. Dynamc

net hods are necessary to concentrate the conputati on where

vari abl es are changing rapidly and to mnimze the conputationa
conpl exity. The nobst general formof parallelism MM, is
needed. In a MM processor, mnultiple independent streans of

i nstructions act on rmultiple i ndependent data.

Wth these characteristics and trends in mind, the design team
chose the kernels of a collection of applications to represent
target applications for the CRAY T3D system The al gorithnms and
conmput ati onal nethods incorporated in these kernels were intended
to span a broad set of applications, including applications that
had not denonstrated good performance on existing MPPs. These
kernel s i ncluded seisnic convolution, a partial nultigrid method,



matrix nmultiplication, transposition of nultidinmensional arrays,
the free Lagrange nethod, an explicit two-dinmensional Laplace
sol ver, a conjugate gradient algorithm and an integer sort. The
design team exploited the parallelismintrinsic to these kernels
by coding themin a variety of ways to reflect different demands
on the underlying hardware and software. For exanple, the team
generated different nenory reference patterns ranging froml oca
to nearest neighbor to global, with regular and irregul ar
patterns, including hot spots. (Hot spots can occur when many
processors attenpt to reference a particul ar DRAM page

si mul t aneously.)

To explore design trade-offs and to eval uate practica
alternatives, the teamran different parallel inplenentations of
the chosen kernel on a paraneterized systemlevel sinulator. The
paraneters characterized nmachi ne size, the nature of the
processors, the nmenory system mnessages and conmuni cati on
channel s, and the conmunications network itself. The sinul ator
nmeasured rates and durations of events during execution of the
kernel inplenmentations. These neasurenents influenced the choices
of the hardware and the progranm ng nodel .

The results showed a clear relationship between the scalability
of the applications and the speed of accessing the renpote
menories. For these algorithnms to scale to run on hundreds or

t housands of processors, a high-bandw dth, |owl atency

i nterprocessor interconnect was inperative. This finding |ed the
designers to choose a distributed-shared nenory, 3-D torus

i nterconnect with very fast renote nenory access speeds, as
mentioned in the previous section.

The study al so indicated that a special programr ng nodel woul d
be necessary to avoid renpte nmenory accesses when possible and to
hi de the nenory latency for the remaining renpte accesses. This
finding led to the design of the CRAFT progranm ng nodel, which
uses hardware in the interconnect to asynchronously fetch and
store data fromand to remote PEs. This nodel hel ps programrers
to distribute the data anong the shared nenories and to align the
work with this distributed data. Thus, they can nininize renote
references and exploit the locality of reference intrinsic to
many applications.

The sinmul ations al so showed that the granularity of parallel work
has a significant inpact on both performance and the ease of
programm ng. Performing work in parallel necessarily incurs a
wor k-di stribution overhead that nmust be anortized by the anpunt
of work that gets done by each processor. Fine-grained
parall el i sm eases the programr ng burden by allow ng the
programmer to avoid gathering the parallel work into | arge
segnments. As the anpunt of work per iteration decreases, however,
the rel ative overhead of work distribution increases, which

| owers the efficiency of doing the work in parallel. Bal ancing
these constraints contributed to the decisions to include a
variety of fast synchronization mechani sns, such as a separate



synchroni zation network to mnimze the overhead of fine-grained
parallelism

SOFTWARE

Cray Research nmet several tines a year with a group of
experienced MPP users, who indicated that software on existing
MPPs was unstable and difficult to use. The users believed that
Cray Research needed to provide clear nmechanisns for getting to
the raw power of the underlying hardware while not diverging too
far from existing programm ng practices. The users w shed to port
codes from workstations, PVPs, and other MPPs. They wanted to
mnimze the porting effort while maxinmizing the resulting
performance. The group indicated a strong need for stability,
simlar to the stability of existing CRAY Y-MP systems. They
enphasi zed the need to preserve their software investnents across
generations of hardware inprovenents.

Reusi ng Stabl e Software

To nmeet these goals, Cray Research decided to reuse its existing
supercomputi ng software where possible, to acquire existing tools
fromother MPPs where appropriate, and to wite new software when
needed. The devel opers designed the operating systemto reuse
Cray's existing UNI COS operating system which is a superset of
the standard UNI X operating system The bulk of the operating
system runs on stable PVP hosts with only m crokernels running on
the MPP processors. This design enabled Cray Research to quickly
bring the CRAY T3D systemto market. The resulting system had a
m ni mal nunber of software changes and retained the maxi mum
stability and the rich functionality of the existing UN COS
supercomputi ng operating system The extensive disk, tape, and
network 1/O capabilities of the PVP host provide the hundreds of
megabyt es per second of /O throughput required by the |arge
MPPs. Thi s heterogeneous operating systemis called UNI COS MAX

The support tools (editors, conpilers, |oaders, debuggers,
performance anal yzers) reside on the host and create code for
execution on the MPP itself. The devel opers reused the existing
Cray Fortran 77 (CF77) and Cray Standard C conpilers, with

nodi fied front ends to support the MPP programing nodel s and
with new code generators to support the DECchip 21064 Al pha AXP
nm croprocessors. They al so reused and extended the heart of the
conpiling systens -- the dependency-graph-anal ysis and

optim zati on nodul e.

The CRAFT Progranm ng Mode
The CRAFT progranm ng nodel extends the Fortran 77 and Fortran 90

| anguages to support existing popul ar MPP progranmm ng net hods
(message passing and data parallelism and to add a new net hod



call ed work sharing. The programer can conbine explicit and
inmplicit interprocessor comruni cati on nethods in one program
usi ng techni ques appropriate to each algorithm This support for
exi sting MPP and PVP programi ng paradi gns eases the task of
porting existing MPP and PVP codes.

The CRAFT | anguage desi gners chose directives such that codes
written using the CRAFT nodel run correctly on machines that do
not support the directives. CRAFT-derived codes produce identica
results on sequential machines, which ignore the CRAFT
directives. Exceptions are hardware linmtations (e.g., differing
floating-point fornmats), nondeterm nistic behavior in the user's
program (e.g., timng-dependent |ogic), and the use of
MPP-specific intrinsic functions (i.e., intrinsics not avail able
on the sequential machines).

A nessage-passing library and a shared nmenory access library
(SMAL) provide interfaces for explicit interprocessor

comuni cation. The nmessage-passing library is Parallel Virtua
Machi ne (PVM, a public domain set of portable nmessage-passing
primtives devel oped at the Oak Ri dge National Laboratory and the
Uni versity of Tennessee.[5] The widely used PYMis currently
available on all Cray systens. SMAL provides a function cal
interface to the distributed-shared nenory hardware. This
provides a sinple interface to the programer for shared nenory
access to any word of nenory in the global address space. These
two nmet hods provide a high degree of control over the

comuni cation but require a significant programming effort; a
programer nust code each comruni cation explicitly.

The CRAFT nodel supports inplicit data-parallel programring with
Fortran 90 array constructs and intrinsics. Progranmers often
prefer this style when devel opi ng code on SI MD MPPs.

The CRAFT nodel provides an additional inplicit programrng

nmet hod cal |l ed work sharing. This nmethod sinplifies the task of
distributing the data and work across the PEs. Progranmers need
not explicitly state which processors will have which specific
parts of a distributed data array. Simlarly, they need not
speci fy which PEs will performwhich parts of the work. Instead,
t hey use high-level nechanisns to distribute the data and to
assist the conpiler in aligning the work with the data. This
techni que allows the programrers to nmexim ze the locality of
reference with mnimumeffort.

In work sharing, programrers use the SHARED directives to bl ock
the data across the distributed nmenories. They distribute work by
pl aci ng DO SHARED directives in front of DO | oops or by using
Fortran 90 array statenents. The conpiler aligns the work with
the data and doles out each iteration of a |oop to the PE where
nost of the data associated with the work resides. Not all data
needs to be local to the processor

The hardware and the programr ng nodel can accommpdat e



communi cation-intensive prograns. The conpiler attenpts to
prefetch data that resides in renote PEs, i.e., it tends to copy
renote data to |ocal tenporaries before the data is needed. By
prefetching multiple individual words over the fast interconnect,
the conpiler can mask the latency of renote nmenory references.
Thus, locality of reference, although still inportant, is |ess

i rperative than on traditional MPP systens. The ability to fetch
i ndi vi dual words provides a very fine-grained conmuni cation
capability that supports random or strided access to renpote
menori es.

The progranmm ng nodel is built on concepts that are al so
available in Fortran D, Vienna Fortran, and the proposed

Hi gh- performance Fortran (HPF) |anguage definition.[6,7,8] (Cray
Research participates in the HPF Foruns.) These nodels are based
on Mehrotra's original Kali |anguage definition and on sone
concepts introduced for the ILLIAC IV parallel conputer by
MIlstein.[9, 10]

Li braries

Li braries for MPP systens can be considered to consist of two
parts: (1) the system support libraries for 1/0O nenory

al l ocation, stack managenent, nathematical functions (e.g., SIN
and COS), etc., and (2) the scientific libraries for Basic Linear
Al gebra Subroutines (BLAS), real and conpl ex fast Fourier
transforns, dense matrix routines, structured sparse matrix

routi nes, and convolution routines. Cray Research used its
current expertise in these areas, plus sone third-party
libraries, to develop high-performance MPP libraries with al
these capabilities.

Tool s

A wide variety of support tools is available to aid application
devel opers working on the CRAY T3D system Included in the Cray
tool set are |oaders, sinulators, an advanced emrul ation
environnent, a full-featured MPP debugger, and tools that support
hi gh-1 evel perfornmance tuning.

Performance Analysis. A key software tool is the MPP Apprentice,
a performance anal ysis tool based in part on ideas devel oped by
Cray Research for its ATExpert tool.[11] The MPP Apprentice too
has expert system capabilities to guide users in evaluating their
data and work distributions and in suggesting ways to enhance the
overall algorithm application, and program performance.

The MPP Apprentice processes conpiler and run-tinme data and
provi des graphical displays that relate performance
characteristics to a particular subprogram code block, and |ine
in the user's original source code. The user can select a code



bl ock and obtain many different kinds of detailed informtion
Specific informati on on the amunt of each type of overhead, such
as synchroni zati on constructs and conmuni cation tinme, let the
user know precisely how and where tine is being spent. The user
can see exactly how many fl oating-point instructions, globa
menory references, or other types of instructions occur in a

sel ected code bl ock

Debuggi ng. Cray Research supplies the Cray Total View tool, a

wi ndow- ori ented multi processor synbolic debugger based on the
Tot al Vi ew product from Bolt Beranek and Newman I nc. The Cray
Total View tool is capable of debugging nultiple-process,

mul ti pl e-processor progranms, as well as single-process prograns,
and provides a large repertoire of features for debuggi ng
programs written in Fortran, C, or assenbly |anguage.

An inportant feature of the debugger is its w ndow oriented
presentation of information. Besides displaying informtion, the
interface allows the user to edit information and take ot her
actions, such as nodi fying the values of the variabl es.

The debugger offers the following full range of functions for
controlling processes:

o] Set and cl ear breakpoints (at the source or machi ne
| evel)

o] Set and clear conditional breakpoints and eval uation
poi nts

o] Start, stop, resume, delete, and restart processes
o] Attach to existing processes
o] Examni ne core files

o] Si ngl e-step source lines through a program including
st eppi ng across function calls

Emul ator. Cray Research has inplenented an enul ator that all ows
the user to execute MPP prograns before gaining access to a CRAY
T3D system by enul ati ng CRAY T3D codes on any CRAY Y-MP system
The emul ator supports Fortran prograns that use the CRAFT nodel,
i ncl udi ng nmessage-passi ng and data-parallel constructs, and C
progranms that use nmessage passing. Because it provides feedback
on data locality, work distribution, program correctness, and
per formance conparisons, the enmulator is useful for porting and
devel opi ng new codes for the CRAY T3D system

HARDWARE



A macro- and mcroarchitecture design was chosen to resolve the
conflict of maxim zing hardware performance i nprovenents between
generations of MPPs while preserving software investnments. This
architecture allows Cray Research to choose the fastest

nm croprocessor for each generation of Cray MPPs. The
macroarchitecture inplenents the menory system and the

i nterconnection network with a set of Cray proprietary chips
(shell circuitry) that supports sw tching, synchronization,

| at ency- hi di ng, and comruni cati on capabilities. The

macroarchitecture will undergo only nbodest changes over a
three-generation life cycle of the design. Source code
conpatibility will be maintained. The microarchitecture wll

allow the instruction set to change while preserving the
macr oar chi tecture.
Macr oar chitecture
The CRAY T3D macroarchitecture has characteristics that are both
vi sible and available to the programmer. These characteristics
i ncl ude
o] Di stributed nmenory
o] G obal address space
o] Fast barrier synchronization, e.g., forcing al
processors to wait at the end of a loop until all other
processors have reached the end of the | oop
o] Support for dynam c loop distribution, e.g., distributing
the work in a | oop across the processors in a manner that
m nim zes the nunmber of renote nmenory references

o] Har dwar e nessagi ng support

o] Support for fast menory | ocks

Menory Organi zation

The CRAY T3D system has a distributed-shared menory built from
DRAM parts. Any PE can directly address any other PE' s nenory,
within the constraints inposed by security and partitioning. The
physi cal address of a data elenent in the MPP has two parts: a PE
nunber and an offset within the PE, as shown in Figure 2.

Figure 2 Menory Layout



| OFFSET 1 | | OFFSET 1 | | OFFSET 1 | | OFFSET 1

oo S ST S ST + oo
| OFFSET 2 | | OFFSET 2 | | OFFSET 2 | | OFFSET 2
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| || || | |
| || || | |
| || || | | |
oo S ST S ST + oo
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PE O PE 1 PE 2 PE N1
KEY:

PE PROCESSI NG ELEMENT
M NUMBER OF WORDS PER PROCESSI NG ELEMENT
N NUMBER OF PROCESSI NG ELEMENTS

CRAY T3D nenory is distributed anong the PEs. Each processor has
a favored | ow1 atency, high-bandwi dth path to its |local nmenory
and a longer-Ilatency, |ower-bandwi dth path to menory associ at ed
with other processors (referred to as renote or gl obal nenory).

Data Cache. The data cache resident on Digital's DECchip 21064
Al pha AXP nicroprocessor is a wite-through, direct-nmapped,
read-al |l ocate cache. CRAY T3D hardware does not autonmatically
mai ntai n the coherence of the data cache relative to renote
menory. The CRAFT programr ng nodel nmanages this coherence and
guarantees the integrity of the data.

Local and Renpte Menory. Each PE contains 16 or 64 negabytes of
local DRAMwith a latency of 13 to 38 clock cycles (87 to 253
nanoseconds) and a bandwi dth of up to 320 negabytes per second.
Renote nenory is directly addressable by the processor, with a
latency of 1 to 2 microseconds and a bandwi dth of over 100
nmegabyt es per second (as neasured in software). Al nmenory is
directly accessible; no action is required by renote processors
to formul ate responses to renpte requests. The total size of
menory in the CRAY T3D systemis the nunber of PEs tines the size
of each PE's local nmenory. In a typical 1,024-processor system
the total nenory size would be 64 gigabytes.

3-D Torus Interconnecti on Network

The CRAY T3D systemuses a 3-D torus for the interconnection
network. A 3-D torus is a cube with the opposing faces connect ed.
Connecting the faces provi des dual paths (one cl ockw se and one
countercl ockwi se) in each of the three dinensions. These
redundant paths increase the resiliency of the system increase
t he bandwi dth, and shorten the average di stance through the



torus. The three dinmensions keep the distances short; the | ength
of any one di nension grows as the cube root of the nunber of
nodes. (See Figure 3.)

[Figure 3 (CRAY T3D System is not available in ASCII format.]

When evaluated within the constraints of real-world packagi ng
limts and wiring capabilities, the 3-D torus provided the

hi ghest gl obal bandwi dth and | owest gl obal |atency of the many

i nt erconnection networks studied.[1,2,3] Using three di nensions
was optinmum for systens with hundreds or thousands of processors.
Reduci ng the systemto two di mensi ons woul d reduce hardware costs
but woul d substantially decrease the gl obal bandw dth, increase
the network congestion, and increase the average | atency. Addi ng
a fourth di nensi on woul d add bandwi dt h and reduce the |atency,
but not enough to justify the increased cost and packagi ng

conpl exity.

Net wor k Desi gn

The CRAY T3D network router is inplenmented using emtter-coupled
logic (ECL) gate arrays with approxi mately 10,000 gates per chip
The router is dinmension sliced, which results in a network node
conposed of three switch chips of identical design -- one each
for X-, Y-, and Z-dinension routing. The router inplenments a

di mensi on-order, wornhole routing algorithmw th four virtua
channel s that avoid potential deadl ocks between the torus cycle
and the request and response cycl es.

Every network node has two PEs. The PEs are independent, having
separate nmenories and data paths; they share only the bandw dth
of the network and the block transfer engine (described in detai
later in the paper). A 1,024-PE system woul d therefore have a
512-node network configured as a 3-D torus with XYZ di nensi ons of
8 x 8 x 8.

The network noves data in packets with payload sizes of either
one or four 64-bit words. Efficient transport of single-word
payl oads is essential for sparse or strided access to renote
data, whereas the 4-word payl oad mnim zes overhead for dense
dat a access.

For increased fault tolerance, the CRAY T3D system al so provi des
spare conpute nodes that are used if nodes fail. There are two
redundant PEs for every 128 PEs. A redundant node can be

el ectronically switched to replace a fail ed conpute node by
rewiting the routing tag | ookup table.

Latency of the switch is very low. A packet entering a switch
chip requires only 1 clock cycle (6.67 nanoseconds at 150
nmegahertz [MHz]) to select its output path and to exit. The tine
spent on the physical wires is not negligible and nmust al so be
included in latency calculations. In a CRAY T3D system al



network interconnection wires are either 1 or 1.5 clock cycles

| ong. Each hop through the network requires 1 clock cycle for the
switch plus 1 to 1.5 clock cycles for the physical wre. Turning
a corner is simlar to routing within a dinmension. The tine
required is 3 clock cycles: 1 clock cycle inside the first chip

1 clock cycle for the connection between chips, and 1 clock cycle
for the second chip, after which the packet is on the wires in

t he next di mension.

The result is an interconnection network with |low | atency. As
stated previously in the Menory Organi zati on subsection, the
latency for a 1,024-PE system including the hardware and

sof tware overhead, is between 1 and 2 nicroseconds.

Each channel into a switch chip is 16 bits wi de and runs at 150
MHz, for a raw bandwi dth of 300 negabytes per second. Seven
channel s enter and seven channels exit a network node: one
channel to and one channel fromthe conpute resource, i.e., the
pair of | ocal PEs, and six two-way connections to the nearest
network nei ghbors in the north, south, east, west, up, and down
directions. Al fourteen channels are independent. For exanple,
one packet nmay be traversing a node fromeast to west at the sane
ti me anot her packet is traversing the sanme node from west to east
or north to south, etc.

The bandwi dth can be nmeasured in many ways. For exanple, the
bandwi dth through a node is 4.2 gi gabytes per second (300
nmegabyt es per second tinmes 14). A conmon way to measure system
bandwi dth is to bisect the system and neasure the bandw dth
between the two resulting partitions. This bisection bandw dth
for a 1,024-PE CRAY T3D torus network is 76 gi gabytes per second.

M croarchitecture -- The Core M croprocessor

The CRAY T3D system enploys Digital's DECchip 21064 Al pha AXP

nm croprocessor as the core of the processing el enent. Anong the
criteria for choosing this reduced instruction set conputer
(RI'SC) nicroprocessor were conputational perfornmance, nmenory

| at ency and bandwi dth, power, schedul e, vendor track record,
cache size, and programmbility. Table 1, the Al pha Architecture
Ref erence Manual, and the DECchip 21064- AA M cr oprocessor

Har dwar e Ref erence Manual provide details on the Al pha AXP

nm croprocessor.[12, 13]

Table 1 CRAY T3D Core M croprocessor Specifications

Characteristic Speci fication

M croprocessor Digital's DECchip 21064 Al pha AXP
ni croprocessor

Cl ock cycle 6. 67 nanoseconds

Bi di recti onal data bus 128 bits data, 28 check bits



Data error protection

Addr ess bus

| ssue rate

Internal data cache
Internal instruction cache
Latency: data cache hit
Bandwi dt h: data cache hit
Fl oati ng- poi nt unit

Fl oati ng- poi nt registers
I nt eger execution unit

I nteger registers
Integrated circuit

Pin count

Typi cal power dissipation

For use in a shared address space MPP, al

SECDED
34 bits
2 instructions/clock cycle
8K bytes (256 32-byte |ines)
8K bytes (256 32-byte |ines)
3 clock cycles
64 bits/clock cycle
| EEE fl oati ng-poi nt and
fl oati ng-point--to--integer
32 (64 bits each)
I nteger arithnetic,
conpare
32 (64 bits each)
CMOS, 14.1 mm x 16.8 mm
431 (229 signal)
-23 watts

shift, 1ogical

commercially avail abl e

nm croprocessors contenporaneous with the DECchip 21064 device
have three maj or weaknesses in common: [ 14]

1. Limted address space
2. Little or no latency-hiding capability
3. Few or no synchronization primtives

These limtations arise naturally fromthe desktop workstation
and personal conputer environnments for which m croprocessors have
been optim zed. A desktop systemhas a nenory that is easily
addressed by 32 or fewer bits. Such a system possesses a | arge
board-1 evel cache to reduce the nunber of nenory references that
result in the long | atencies associated with DRAM The system
usually is a uniprocessor, which requires little support for
nmul ti pl e processor synchroni zati on. Cray Research designed a
shell of circuitry around the core DECchip 21064 Al pha AXP

m croprocessor in the CRAY T3D systemto extend the

nm croprocessor's capabilities in the three areas.

Addr ess Extension

The Al pha AXP nmicroprocessor has a 43-bit virtual address space
that is translated in the on-chip data translation | ook-aside
buffer (DTB) to a 34-bit address space that is used to address
physi cal bytes of DRAM Thirty-four bits can address up to 16

gi gabytes (2**34 bytes). Since the CRAY T3D system has up to 128
gi gabytes (2**37 bytes) of distributed-shared nmenory, at |east 37
bits of physical address are required. In addition, several nore
address bits are needed to control caching and to facilitate
control of the menory-mapped nmechani sms that inplenment the
external MPP shell. The CRAY T3D system uses a 32-entry register
set called the DTB Annex to extend the nunber of physical address



bits beyond the 34 provided by the m croprocessor

Shell circuitry always checks the virtual PE nunber. If the
nunber matches that of the local PE, the shell performs a | oca
menory reference instead of a renote reference.

Lat ency- hi di ng Mechani sns

As with npst other mcroprocessors, the external interface of the
DECchi p 21064 is not pipelined; only one nenory reference nmay be
pendi ng at any one tine. Although nerely an annoyance for |oca
accesses, this behavior becones a severe performance restriction
for renpte accesses, with their |onger |atencies, unless externa
mechani snms are added to extend the processor's nmenory pipeline.

The CRAY T3D system provi des three nechanisns for hiding the
startup tine (latency) of renmpte references: (1) the prefetch
queue, (2) the rempte processor store, and (3) the block transfer
engi ne. As shown in Table 2, each mechanismhas its own
strengths. The conpilers, comunication libraries, and operating
syst em choose anong these mechani snms according to the specific
remote reference requirenments. Typically, the prefetch queue and
the renote processor store are the nost effective mechanisns for
fine-grained comuni cati on, whereas the block transfer engine is
strongest for noving |arge bl ocks of data.

Table 2 Latency-hiding Attributes

Renot e Bl ock

Prefetch Processor Tr ansfer

Queue Store Engi ne
Sour ce Menory Regi ster Menory
Desti nati on Local queue Menory Menory
Data Size 1 word 1-4 words Up to 256K words
Startup 18- 47 6-53 >480
(6. 67-nanosecond
cl ock cycl es)
Lat ency 80 40 40- 80

(nanoseconds)

The Prefetch Queue. The DECchip 21064 instruction set includes
an operation code FETCH that pernmits a conpiler to provide a
"hint" to the hardware of upconming nmenory activity. Originally,



the FETCH instruction was intended to trigger a prefetch to the
external secondary cache. The CRAY T3D shell hardware uses FETCH
toinitiate a single-word renote nenory read that will fill a

sl ot reserved by the hardware in an external prefetch queue.

The prefetch queue is first in, first out (FIFO nenory that acts
as an external menory pipeline. As the processor issues each
FETCH i nstruction, the shell hardware reserves a |location in the
queue for the return data and sends a nmenory read request packet
to the renpte node. When the read data returns to the requesting
processor, the shell hardware wites the data into the reserved
slot in the queue.

The processor retrieves data fromthe FIFO queue by executing a

| oad instruction froma nmenory-mapped regi ster that represents
the head of the queue. If the data has not yet returned fromthe
renote node, the processor will stall while waiting for the queue
slot to be filled.

The data prefetch queue is able to store up to 16 words, that is,
the processor can issue up to 16 FETCH i nstructions before
executing any load instructions to renmove (pop) the data fromthe
head of the queue. Repeated |oad instructions fromthe

menory- mapped | ocation that addresses the head of the queue will
return successive elenments in the order in which they were

f et ched.

The Renote Processor Store. The DECchip 21064 stores to renote
menory do not need to wait for a response, so a |arge nunber of
store operations can be outstanding at any tinme. This is an

ef fective comruni cati on nechani sm when the producer of the data
knows which PEs will immediately need to use the data.

The Al pha AXP microprocessor has four 4-word wite buffers on
chip that try to accumul ate a cache line (4 words) of data before
perform ng the actual external store. This feature increases the
net wor k packet payload size and the effective bandw dth.

The CRAY T3D systemincrenents a counter in the PE shel
circuitry each time the DECchip 21064 microprocessor issues a
renote store and decrenments the counter each tine a wite
operation conpletes. For synchronization purposes, the processor
can read this counter to determ ne when all of its wites have
conpl et ed.

The Bl ock Transfer Engine. The block transfer engine (BLT) is an
asynchronous direct nenory access controller used to redistribute
data between | ocal and renmpte nenory. To facilitate
reorgani zati on of sparse or randomy organi zed data, the BLT

i ncludes scatter-gather capabilities in addition to constant
strides. The BLT operates independently of the processors at a
node, in essence appearing as another processor in contention for



menory, data path, and switch resources. Cray Research has a
patent pending for a centrifuge unit in the BLT that accel erates
the address cal culations in the CRAFT programr ng nodel .

The processor initiates BLT activity by storing individua
request information (for exanple, starting address, |ength, and
stride) in the nmenory-nmapped control registers. The overhead
associated with this setup work is noticeable (tens of

m croseconds), which nmakes the BLT nost effective for |large data
bl ock moves.

Synchroni zati on
The CRAY T3D system provi des hardware printives that facilitate
synchroni zation at various |levels of granularity and support both

control parallelismand data parallelism Table 3 presents the
characteristics of these synchronization primtives.

Table 3 Synchronization Primtives

Primtive Granularity Parall elism
Barri er Coar se Cont r ol

Fet ch- and-i ncr enent Medi um Bot h

Li ght wei ght nessagi ng Medi um Bot h

At omi ¢ swap Fi ne Dat a

Barrier. The CRAY T3D has specialized barrier hardware in the
formof 16 parallel logical AND trees that permt multiple
barriers to be pipelined and the resource to be partitioned. Wen
all PEs in the partition have reached the barrier and have set
the sane bit to a one, the AND function is satisfied and the
barrier bit in each PE' s barrier register is cleared by hardware,
thus signaling the processors to continue.

The barrier has a second node, called eureka node, that supports
search operations. A eureka is sinply a logical OR instead of a
| ogi cal AND and can be satisfied by any one processor

The barrier nechanismin the CRAY T3D systemis quite fast. Even
for the largest configuration (i.e., 2,048 PEs), a barrier
propagates in less than 50 clock cycles (about 330 nanoseconds),
which is roughly the | atency of a |ocal DRAM read.

Fetch and I ncrenent. The CRAY T3D system has specialized
fetch-and-increnment hardware as part of a shared register set
that automatically increments the contents each tine the register



is read. Fetch-and-increment hardware is useful for distributing
control with fine granularity. For exanmple, it can be used as a
gl obal array index, shared by nultiple processors, where each
processor increnents the index to determ ne which elenent in an
array to process next. Each el enment can be guaranteed to be
processed exactly once, with mniml control overhead.

Messagi ng. A nessaging facility in the CRAY T3D system enabl es

t he passing of packets of data from one processor to another

wi t hout having an explicit destination address in the target PE s
menory. A message is a special cache-line-size wite that has as
its destination a predefined queue area in the nmenory of the
receiving PE. The shell circuitry manages the queue pointers,
provi ding flow control nmechani snms to guarantee the correct
delivery of the nmessages. The shell circuitry interrupts the
target processor after a nmessage is stored.

Atomi c Swap. Atom c swap registers are provided for the exchange
of data with a menory |ocation that may be renote. The swap is an
atomi c operation, that is, reading the data fromthe nenory

| ocation and overwriting the data with the swap data fromthe
processor is an indivisible operation. As with ordinary nmenory
reads, swap |latency can be hidden using the prefetch queue.

/0

System /O is perfornmed through nultiple Cray high-speed channels
t hat connect the CRAY T3D systemto a host CRAY Y-MP systemor to
standard Cray |/ O subsystens. These channel s provi de hundreds of
megabyt es per second of throughput to the wi de array of

peri pheral devices and networks already supported on Cray
Research mai nfranmes. Cray has denonstrated individual high-speed
channel s that can transfer over 100 negabytes per second in each
direction, sinultaneously. There are two hi gh-speed channels for
every 128 processors in a CRAY T3D system

BENCHMARK RESULTS

The foll owi ng benchmarks show results as of May 1994, six nonths
after the release of the CRAY T3D product. The results indicate
that in this short span of tinme, the CRAY T3D system
substantially outperfornmed other MPPs.

As shown in Figure 4, a CRAY T3D systemwi th 256 processors
delivered the fastest execution of all eight NAS Paralle
Benchmar ks on any MPP of any size.[15] (The NAS Parall el
Benchmar ks are eight codes specified by the Nunmerical Aerodynamc
Si mul ati on [ NAS] program at NASA/ Ames Research Center. NAS chose
these codes to represent commn types of fluid dynanics

cal culations.) The CRAY T3D system scal ed these benchnmarks nore



efficiently than all other MPPs, with near |inear scaling from 32
to 64, 128, and 256 processors. Ot her MPPs scal ed the benchmarks
poorly. None of these other MPPs reported all eight benchmarks
scaling to 256 processors, and the scaling reported showed nore
nonl i near scaling than on the CRAY T3D system These benchnark
results confirmthat the superior speed of the CRAY T3D

i nterconnection network is inportant when scaling a wi de range of
algorithnms to run on hundreds of processors.

[Figure 4 (NAS Parall el Benchmarks) is not avail able in ASCI
format. ]

Not e that a 256-processor CRAY T3D system was the fastest MPP
runni ng the NAS Parall el Benchmarks. Even so, the CRAY C916
paral l el vector processor ran six of the eight benchmarks faster
than the CRAY T3D system The CRAY T3D system (selling for about
$9 mllion) showed better price/performance than the CRAY C916
system (selling for about $27 mllion). On the other hand, the
CRAY (C916 system showed better absol ute performance. When we run
these codes on a 512-processor CRAY T3D system (later this year),
we expect the CRAY T3D to outperformthe CRAY C916 system on siXx
of the eight codes.

Het er ogeneous benchnmark results are al so encouragi ng. W
benchmarked a chenistry application, SUPERMOLECULE, that

simul ates an i m dazol e nol ecule on a CRAY T3D systemwith a CRAY
Y-MP host. The application was 98 percent parallel, with 2
percent of the overall time spent in serial code (to diagonalize
a matrix). We made a baseline neasurenment by running the program
on 64 CRAY T3D processors. Quadrupling the nunber of processors
(256 PEs) showed poor scaling -- a speedup of 1.3 tinmes over the
basel i ne nmeasurenment. When we noved the serial code to a CRAY

Y- MP processor on the host, |eaving the parallel code on 256 CRAY
T3D processors, the code ran 3.3 tines faster than the baseline,
showi ng substantially nore efficient scaling. Figure 5 shows
SUPERMOLECULE benchmar k perfornmance results on both honpbgeneous
and heterogeneous systens. Ninety-eight percent may sound like a
hi gh level of parallelism but after dividing 98 percent anobng
256 processors, each processor ran less than 0.4 percent of the
overall parallel time. The remaining serial code running on a
single PE ran five tinmes longer than the distributed paralle
wor k, thus domnating the tinme to solution. Speeding up the
serial code by running it on a faster vector processor brought
the serial time in line with the distributed-parallel tineg,

i mprovi ng the scaling considerably.

[ Figure 5 (SUPERMOLECULE Benchmark Performance Results for
Honogeneous and Het erogeneous Systens) is not available in ASCl
format. ]

The CRAY T3D system denonstrated faster |/O throughput than any
ot her MPP. A 256-processor system sustained over 570 negabytes
per second of I/Oto a disk file systemresiding on a solid-state
device on the host. The system sustai ned over 360 negabytes per



second to physical disks.

SUMVARY

Thi s paper describes the design of the CRAY T3D system

Desi gners i ncorporated applications profiles and custoner
suggestions into the CRAFT programr ng nodel. The nodel permits
hi gh- performance exploitation of inportant conputationa

al gorithms on a nmassively parallel processing system Cray
Research desi gned the hardware based on the fundanmental s of the
programm ng nodel .

As of this witing, a dozen systens have shipped to custoners,
wWith results that show the system design is delivering excellent
performance. The CRAY T3D systemis scaling a w der range of
codes to a larger nunber of processors and runni ng benchmarks
faster than other MPPs. The sustained |I/Orates are also faster
than on other MPPs. The systemis perform ng as designed.
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