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ABSTRACT

The DECchi p 21071 and the DECchip 21072 chip sets were designed
to provide sinple, conpetitive devices for building cost-focused
or high-performance PCl-based systems using the DECchip 21064
fam ly of Al pha AXP microprocessors. The chip sets include data
slices, a bridge between the DECchi p 21064 nicroprocessor and the
PCl | ocal bus, and a secondary cache and nmenory controller. The
EB64+ eval uation kit, a conpani on product, contains an exanple PC
not her board that was built using the DECchip 21064

nm croprocessor, the DECchip 21072 chip set, and other

of f-the-shel f PC conmponents. The EB64+ kit provides hooks for
system desi ghers to eval uate cost/performance trade-offs. Either
chip set, used with the EB64+ eval uation kit, enables system
designers to devel op Al pha AXP PCs with mninmal design and

engi neering effort.

| NTRODUCTI ON

The DECchi p 21071 and the DECchip 21072 chip sets are two
configurations of a core logic chip set for the DECchip 21064
fam ly of Al pha AXP nicroprocessors.[1] The core logic chip set
provi des a 32-bit PCl local bus interface, cache/nmenory contro
functions, and all related data path functionality to the system
designer. It requires mninmal external logic. The EB64+ kit is an
eval uati on and devel opnent platform for conputing systens based
on the DECchip 21064 microprocessor and the core logic chip set.
The EB64+ kit also served as a debug platformfor the chip sets.
The DECchi p 21071 and the DECchip 21072 chip sets and the EB64+
eval uation kit were developed to proliferate the Al pha AXP
architecture in the industry by providing system designers with a
means to build a wi de range of uniprocessor systems using the
DECchi p 21064 processor famly with nmininml design and



engi neering effort.[2]

The core logic chip set and the EB64+ evaluation kit were

devel oped by two teans that worked cl osely together. This paper
descri bes the goals of both projects, the major features of the
products, and the design decisions of the devel opnent teans.

THE CORE LOQ C CHI P SET

This section discusses the design and devel opnent of the two
configurations of the core logic chip set. After presenting the
proj ect goals and the overview, the section describes
partitioning alternatives and the PCl |ocal bus interface. It
then details the nmenory controller and the cache controller and
concl udes with di scussions of design considerations and
functional verification.

Proj ect Goal s

The primary goal of the project was to develop a core logic chip
set that woul d denonstrate the high performance of the DECchip
21064 m croprocessor in desktop and desk-side systens with entry
prices |less than $4,000. The chip set had to be system

i ndependent and had to provide the system designer with the
flexibility to build either a cost-focused systemor a

hi gh- perf ormance system

Anot her key goal was ease of system design. The chip set had to
i nclude all conplex control functions and require nininal

di screte logic on the nodule so that a system could be built
usi ng a personal conputer (PC) nother board and off-the-shelf
conmponents.

Time-to-market was a major factor during the devel opnent of the
chip set. The DECchi p 21064 microprocessor had been announced
nearly five nonths before we started to develop the core logic
chip set. Digital wanted to proliferate the Al pha AXP
architecture in the PC nmarket segment; however, the mgjority of
system vendors required sonme core |logic functions in conjunction
with the mcroprocessor to aid themin designing systens quickly
and with | ow engineering effort. Providing these interested
system vendors with core logic chip set sanples as soon as
possi bl e was very inportant to enable the DECchip 21064

nm croprocessor to succeed in the industry.

To determ ne the feature set that would neet the project goals,
we polled a nunmber of potential chip set custoners in the PC

mar ket segnment to understand their needs and the relative

i mportance of each feature. We kept this feedback in mnd during
the course of the design and nade appropriate design decisions
based on this data. The foll owi ng subsections describe the fina
chip set partitioning, the trade-offs we had to nmake in the



desi gn, and the design process.

Chip Set Overview
The chip set consists of three unique designs:
o] DECchi p 21071-BA data slice
o] DECchi p 21071- CA cache/ nenory control |l er
o DECchip 21071-DA PCl bridge
It can be used in either a four-chip or a six-chip configuration.

The DECchi p 21071 chip set consists of four chips: tw data
slices, one cache/ nenory controller, and one PClI bridge. This
configuration was devel oped for a cost-focused system it

provi des a 128-bit path to secondary cache and a 64-bit path to
menory. Cache and nenory data have 32-bit parity protection.

The DECchi p 21072 chip set consists of six chips: four data
slices, one cache/ nenory controller, and one PCl bridge. |ntended
for use in a performance-focused system this configuration

provi des a 128-bit path to secondary cache and a 128-bit path to
menory. The system designer can choose between 32-bit parity or
32-bit error correcting code (ECC) protection on cache and menory
dat a.

Figure 1 is a block diagram of an exanple systemusing the core
logic chip set. For a list of conponents used in a typical system
built with this chip set, see the EB64+ Kit Overvi ew section.

[Figure 1 (Core Logic Chip Set Configurations in a System Bl ock
Diagram is not available in ASCII format.]

The processor controls the secondary cache by default. It
transfers ownership of the secondary cache to the cache
controller when it encounters a read or a wite that msses in
the secondary cache. The cache controller is responsible for

all ocating the cache on CPU nenory reads and wites, and for
extracting victinms fromthe cache. The cache controller is also
responsi bl e for probing and invalidating the secondary cache on
direct nenory access (DMA) transactions initiated by devices on
the PCl |ocal bus.[3]

The ownership of the address bus, sysAdr, is shared by the
processor and the PCl bridge. The processor is the default owner
of sysAdr. When the PCl bridge needs to initiate a DVA
transaction, the cache controller performs the arbitration.

Data is transferred between the processor, the secondary cache,
the data slices, and the cache/ nenory controller over the sysData
bus, which is 128 bits wide. In the 4-chip configuration, each of



the two data slices connects to 64 bits of the sysData bus. In
the 6-chip configuration, each of the four data slices connects
to only 32 bits of the sysData bus, |eaving 32 data bits

avail abl e for use as ECC check bits for nmenory and cache data.
The cache/ nenory controller connects to the lower 16 bits of the
sysData bus to allow access to its control and status registers
(CSRs) .

Data transfers between the PCI and the processor, the secondary
cache, and nenory take place through the PCl bridge and the data
slices. The PCI bridge and the data slices comuni cate through
the epi Bus. The epiBus contains 32 bits of data (epiData), 4 byte
enabl es, and the data path control signals. W defined the

epi Bus control signals so that the PClI bridge chip operation

i s independent of the nunber of data slices in the system
Furthernore, the epiBus control signal definitions allowthe

epi Data bus width to be expanded to 64 bits w thout changi ng the
design of the data slice.

The system designer can link the systemto an expansi on bus, such
as the Industry Standard Architecture (I SA) bus or the Extended
I ndustry Standard Architecture (EISA) bus, by using a PCl-to-ISA
bridge or a PCl-to-ElISA bridge. The Intel 823781 B and 82375EB
bri dges, for exanple, are available in the market for the | SA and
t he El SA buses, respectively.[4]
Partitioning Alternatives
As a result of our customer visits, we found that the follow ng
features were inportant for cost-focused systens. The features,
which affect the partitioning, are listed in descending order of
i mportance.

o] Low cost for the chip set

o] Low chi p count

o] Parity protection on nenory

o] | nexpensi ve nenory subsystem
The following features were identified as inportant for
performance-oriented, server-type systenms (in descendi ng order of
i mportance).

o] Hi gh nmenory bandwi dt h

o] Chip set cost

o] Low chi p count

o] ECC-protected nmenory (This is a requirenment in a server
system)



During the feasibility stages, we decided to support a 128-bit
secondary cache data path and not offer optional support for a
64-bit cache data path. W felt that a system based on the
DECchi p 21066 mi croprocessor, which supports a 64-bit cache
interface, would neet the cost and performance needs in this
segnment of the market.[5] Keeping in nmind the inportance of
time-to-market, we decided that the added flexibility in system
design alternatives was not worth the additional design and
verification time required to incorporate this feature.

We decided to provide an option between 64-bit-w de nenory and
128-bit-wi de nenory. The wi der menory data path provi des higher
menory bandwi dth but at an additional cost. The ni ni mum nmenory
that the system can support with a 128-bit-w de nenory data path
is double that supported by a 64-bit nmenory data path. Menory
upgrades are al so nore expensive. For exanple, with 4-nmegabyte
(MB) single in-line nenory nodul es (SI M), the m ni mum menory
supported by a 64-bit nmenory data path is 8 MB (two SIMVs); with
a 128-bit nmenory data path, it is 16 MB. Menory increnents with a
64-bit data path are 8 MB each, and with a 128-bit data path are
16 MB each. We decided that the performance of the 64-bit menory
data path was sufficient for a cost-focused systemy however, for
menory-intensive applications in the server market, 128-bit-w de
Menory was necessary.

One alternative we explored could have provided all the features
of a cost-focused systemin a chip set of three chips, using two
i dentical 208-pin data path slices and one 240-pin controller
that provided the PClI bridge, cache controller, and nmenory
controller functions. This configuration, however, would have
been restricted to 64-bit nenory width and parity protection on
menory. Thus it would not have nmet two of the four desirable
features of a high-performance system

The partitioning we chose allowed us to satisfy the requirenents
of both cost-focused and performance-oriented systens. By
splitting the design into three unique chips: a data slice, a
cache/ menory controller, and a PCl bridge, we nmet the

requi renents of a cost-focused systemwith the 4-chip
configuration. Al 4 chips are 208-pin packages, costing roughly
the sane as the 3-chip alternative. This partitioning schene

al l owed us to support a 128-bit-wide data path to nmenory and ECC
protection with the addition of 2 data slices at relatively | ow
incremental cost. Thus it met the requirenents of a

per formance-focused system W could not support ECC with the
64-bit-wide menmory due to pin-count constraints, but we felt that
this trade-of f was reasonabl e gi ven that cost was nore inportant
than ECC-protected nmenory in this market. This partitioning
schenme had the added advantage of presenting a single |oad on the
PCl | ocal bus, as opposed to the two | oads presented by the
3-chip configuration described above.

Anot her alternative was to provide a 4-chip configuration with



128-bit-wi de, ECC-protected nenory. This would have required the
data slices to be of higher pin count and therefore higher cost,
t hus penalizing the cost-focused inplenmentation

PClI Local Bus Interface

The PClI local bus is a high-performance bus intended for use as
an i nterconnect nechani sm between hi ghly integrated periphera
control |l er conponents, peripheral add-in boards, and

processor/ menory subsystens. Interfacing the DECchip 21064 fanily
of CPUs to the PClI |ocal bus opens up the Al pha AXP architecture
to what promises to be an industry-standard, plug-and-play

i nterconnect for PCs. The PCl bridge provides a fully conpliant
host interface to the PCl |ocal bus. This section describes sone
features of the PCl bridge.

The PClI bridge includes a rich set of DMA transaction buffers
that allows it to performburst transfers of up to 64 bytes in
length with no wait states between transfers. We optim zed our
design for naturally aligned bursts of 32 bytes and 64 bytes
because this would elimnate the need for a | arge address counter
and because we di scovered through research that nost PCl devices
i n devel opment woul d not perform DVA bursts | onger than 64 bytes.

DVA Wite Buffering. W chose a DMA wite buffer size of four
cache bl ocks. This size would allow for two PCl periphera

devices to alternate bursts of 64 bytes each, thus maxinm zing use
of PCI bandwi dth. W organi zed the DMA wite buffer as four cache
bl ock entries (four addresses) to sinplify the cache/ menory
interface. In addition, this would allow the data buffers to be
used efficiently whenever 32-byte bursts were in use.

DVA Read Buffering. W designed the DVA read buffer to be able
to store a fetch cache bl ock and a prefetch cache bl ock. As with
the DMA wite buffer, the DVA read buffer is organized to allow
for efficient operation during both 64-byte and 32-byte bursts.
Prefetching is perforned only if either the initiating PCl
command type or a programmebl e enable bit indicates that the
prefetch data will likely be used. This allows the system

desi gner to conbine 32-byte and 64-byte devices without
sacrificing cache/ menory bandwi dth. To nmininize typical DVA read
| atency while nmaintaining a coherent view of menmory fromthe PC
we designed the capability for DVA read transactions to bypass
DMA write transactions, which are queued in the DMA wite buffer
as long as the DVA read address does not conflict with any of the
valid DVA wite addresses. Because nost DMA read addresses are
not expected to conflict, typical DVA read | atency does not
suffer as a result of the relatively deep DMA wite buffer.

Scatter Gather Address Mapping (S/ G Mapping). The PCl bridge



provides the ability to map virtual PCl addresses to physica

| ocations in main nmenory. Because each 8-kil obyte (kB) page can
be mapped to an arbitrary physical page in main nmenory, a virtual
address range that spans one or nobre contiguous pages can be
mapped to pages that are physically scattered in main nmenory,
thus the name S/ G mapping. Using this nmechani sm software

desi gners can efficiently nmanage nmenory whil e performng

nmul ti pl e-page DMA transfers.

Al t hough our inclusion of S/ G mapping offers efficiency benefits
to software designers, it also presented us with design
chal l enges in the areas of performance and cost goals. The PCI

bri dge perforns address translation by using incom ng PCl

physi cal addresses to index into a | ookup table. Each inconing
PCl transaction requires the PCl bridge to perform an address
translation. A sinple inplenentation night store the entire

| ookup table in local static random access nmemory (RAM. To avoid
use of this costly conponent and correspondi ng chip set pin

al l ocations, our designers opted to store the | ookup table in
mai n menory. To mnimze the performance inpact of storing the
table in main nenory, the designers incorporated an on-chip
transl ati on | ookasi de buffer (TLB) for storing the eight nost
recently used translations. To keep things sinple, we inplenented
a circular TLB repl acenent al gorithm

PCI Byte Access Support. To successfully incorporate Al pha AXP
CPUs into PC environnents, we required collaboration across the
corporation. Digital engineers defined a software/hardware
mechani smthat allows the 32-bit/64-bit Al pha AXP architecture to
coexi st with conmponents on the PCl |ocal bus that require
arbitrary byte access granularity. This nmechani smrequires that

| ow- order address bits be used to encode byte lane validity.

I mpl ementing this mechani smreduces the density of I/O registers
in the address space and conveys byte lane validity infornmation

t hrough the address itself.

I/Owite performance in this address space suffers because each
CPU-initiated I/O transaction can convey only up to 64 bits (a
gquadword) of data and byte lane validity information. To all ow
for full utilization of the DECchip 21064 m croprocessor's
32-byte internal wite buffer during I/Owites to devices that
do not require byte granularity, the chip set designers

i mpl enented an address range that does not perform byte |ane
decoding. In this space, up to 32 bytes can be transferred from
the CPU and burst onto the PCl in a single transaction. This
allows for efficient bandwidth utilization during wites to I/0O
devices that exhibit menory-like interfaces, such as video
adapters with directly accessible frane buffers.

Guaranteed Access Tine. Systens that support EISA or |ISA
expansi on buses nust be able to provide a guaranteed maxi mum read
| atency from El SA/ | SA peripherals to main nenory (2.5



m croseconds for EISA, 2.1 microseconds for I1SA). This

requi renent presented a challenge for us during our design

In the worst case, a sinple nmenory read request from an ElI SA/ | SA
peri pheral can result in significant |atency due to our use of
deep DMA write buffering and S/ G mapping. Al though our decision
to all ow DVA reads to bypass DMA writes provides systens with a
typically low | atency, this feature does not avoid worst-case
hi gh I atency. To neet the ElI SA/|I SA worst-case requirenents, we

i ncluded in our design PCl sideband signals and cache/ menory
arbitration sequences that allow for guaranteed nmain nenory
access tinme. When guaranteed access tinme is required, the

El SA/ | SA bridge nmust signal the PCl bridge by asserting a PCl

si deband signal. In response, the PCl bridge will flush its DVA
write buffers, hold ownership of the cache/ nmenory, and signa
readi ness to the EI SA/I SA bridge. When the EI SA/ISA transaction
starts, this sequence guarantees that the path to main nmenory is
clear and will therefore have guaranteed access tine.

Menory Control |l er

The nmenory controller supports up to eight banks of dynam c
random access nmenory (DRAM and one bank of dual -port video
random access nmenory (VRAM . Each nenory bank can be sel ectively
programmed to enable two subbanks, which allows the nmenory
controller to support doubl e-sided SIMVs that have two row
address strobe (RAS) |lines per bank. The nenory controller thus
has the flexibility to support system nenory sizes of 8 MBto 4
gi gabytes (GB) of DRAM and 1 MB to 8 MB of VRAM System desi gners
can choose to inplement nenory by banks of individual DRAMs or

SI MVs, either on board or across connectors. The nenory
controller is able to support a w de range of DRAM sizes and
speeds across nultiple banks in a system by providing separate
programmabl e bank base address, configuration, and timng

regi sters on a per-bank basis.

We designed the menory controller for systemflexibility by
supporting fully programrable nmenory tinmng with 15-nanosecond
(ns) granularity. This programmability supports SI MM speeds
rangi ng from 100 ns down to 50 ns. Each nenory bank's timing is
programed t hrough regi sters that consist of DRAM ti m ng
paranmeters to control counters. Sone exanples of programrmabl e
timng paraneters used to control the nmenory interface are "row
address setup,” "read CAS width," and "CAS precharge." As the
menory controller sequences through a nenory transaction, these
programed counters control the exact timng of RAS, colum
address strobe (CAS), the DRAM address bits, and write enabl es.
At the sanme tinme, the nmenory controller sends conmands fromthe
cache/ menory controller chip to the data slice chips to contro
the cl ock edge for sending and receiving nenory data on DRAM
writes and reads, respectively.

One custoner is currently using one of the banks in conbination
with nmediumscale integration (MSI) conponents to interface to a



very slow nmenory bus that supports flash read-only nmenories ROMVs,
nonvol atile RAM and light-emtting diodes (LEDs). Since the
original design was not done with a very slow nenory interface in
m nd, this denonstrates that the chip set provides flexible,
programmbl e tim ng functionality independent of the system

The menory controller allows the system designer to build an

i nexpensi ve graphics subsystemusing a video frame buffer on the
menory data bus, and a | owcost video controller on an expansion
bus like the | SA bus. The system desi gner can achi eve conpetitive
graphi cs performance by using the processing power of the CPU for
graphi cs conputations and the existing high-bandw dth nmenory data
path for transferring data between the graphics conputation
engi ne (the CPU) and the frane buffer. The interface between the
menory controller and the video controller is very econom cal
only two control signals are required to tine the transfer of
screen data fromthe random access nenory of the VRAMto the
seri al -access nenory of the VRAM The video controller is
responsi ble for transferring the data fromthe serial nmenory of
the VRAMto the screen

Al t hough we designed the nenory controller to be flexible, we
al so included features that inproved perfornmance. Two such
features are optim zations to reduce nenory read | atency and
sel ective support for use of page node between menory
transactions.

To minimze nenory read | atency, the nenory controller
prioritizes reads above wites pending in the menmory wite
buffer. For a CPU nenory read, the nmenory controller waits six
system cycles after the | ast read data before servicing a pending
write, unless the menory write buffer is full. At |east six
system cycl es occur between the tinme the nenory controller

| atches the last read data fromthe DRAMs and the tine a
subsequent read request could be issued by the DECchip 21064
processor. Because nenory wite transactions take |onger than six
cycles to conplete, our choice to delay the execution of a
pending wite allows read | atency to be reduced for the follow ng
read. Waiting six systemcycles after a read is a significant
performance i nprovenent for successive reads with cache victins
because every read is acconpanied by a wite.

We al so chose to inmprove performance by sel ectively determ ning
whi ch nenory transactions woul d benefit npbst by staying in page
node. The nmenory controller stays in page node after a DVA read
burst and between successive nmenory wites. Page node is not
supported between CPU nenory read transactions since the RAS
precharge tinme can typically be hidden between successive CPU
read requests.

Cache Controller

The secondary cache interface logic is partitioned across the



cache/ menory controller chip and the data slice chips. The

cache/ menory controller chip contains the address path and
control logic, and the data slice chips provide buffering for
four cache lines of data to and from nenory. We designed the
cache controller to be systemindependent and flexible so that it
coul d be designed into a wi de range of systens.

The chip set supports a direct-mpped, wite-back secondary cache
with a data width of 128 bits and a cache |line fixed at 32 bytes.
The chip set allows the system designer to choose a secondary
cache size ranging from 128 kB to 16 MB, as deterni ned by
software configuration. The speed of the cache RAMs nust be fast
enough to support the chip set's read access tine of one system
cycle. Wites to the cache can be programmed to take one or two
system cycles. The wite enables can be programmed to have a

hal f-cycle or full-cycle pulse width when witing the cache
during fill cycles. This feature was added to give the system
designer flexibility in neeting SRAM write-enable specifications
Wi th various systemcycle tines.

Anot her feature added to the cache controller to provide
flexibility is the support of an optional allocation policy on
CPU wites. The wite-back secondary cache is always allocated on
CPU nmenory read m sses. The option to allocate the cache on CPU
menory wite cache nisses is programmabl e and can be di sabl ed by
software during systeminitialization. W chose to provide this
option since disabling cache wite allocation can allow higher
menory wite bandwi dth. This feature can be used by system
designers to determ ne whet her particul ar applications have
better perfornmance when secondary cache wite allocation is

di sabl ed.

The cache controller provides arbitration between the CPU and the
PCl bridge chip for secondary cache ownership. The arbitration
policy is programable and varies the |evel of control the PC

bri dge has in keeping the ownership of the secondary cache during
DMA transactions.

Al t hough we desi gned the cache controller for systemflexibility,
we al so included features that would give it performance

advant ages. One such feature is the nenory wite buffer. The
cache controller uses the nenory wite buffer to store four cache
lines of data for cache victinms, DVA wites, CPU- noncacheable
wites, and CPU-cacheable wites when wite allocate node is

di sabl ed. The buffer is organized as first in, first out (FIFO
on cache-line boundaries. Successive wites to the same cache
line are not nerged into the buffer because the CPU chip wite
buffer perforns this function. The cache controller allows CPU
and DVA reads to bypass the wwite buffer as long as the read
address does not conflict with any of the wite addresses. The
menory wite buffer inproves performance by allowing tinely
acknow edgnment of wite transactions. Read bypassing of the wite
buffer inproves performance by reducing nenory read | atency.



G obal Design Considerations

This section briefly discusses sone of the decisions concerning
silicon technol ogy, packagi ng technol ogy, and internal clocking
of the chip sets.

Silicon Technol ogy. The design team chose to use an externally
suppl i ed gate-array process that offered quick tine-to-market and
| ow cost. Most chips designed in the Sem conductor Engi neering
Group are manufactured using Digital's proprietary conplenentary
net al - oxi de sem conductor (CMOS) processes, which enphasize high
speed and high integration. Qur chips' performance and conplexity
-- 30-ns cycle tinme, approximately 35,000 gates per chip -- did
not require these capabilities. Gate-array technol ogy offered
shorter design tinmes and qui cker turnaround tinmes than Digital's
custom silicon technol ogy.

Packagi ng Technol ogy. Wen choosi ng a package, the design team
consi dered issues of package and system cost, design
partitioning, and heat produced by power dissipation. Sonme of
these issues are discussed in the Partitioning Alternatives
secti on.

We chose to put all three chips in 208-pin plastic quad flat
packages (PQFPs). The 208-pin PQFP is one of the npst popul ar

| ow- cost, medi um pin-count, surface-nount packages. One drawback
of PQFPs, however, is their lowlimt on power dissipation. To
ensure a junction tenperature of 85 degrees Celsius with 100
linear feet per minute of airflow, the power dissipation nust be
limted to 1.5 watts (W. The power dissipation of the data slice
is about 1.7 W resulting in a junction tenperature approaching
100 degrees Celsius. W verified that reliability was not an

i ssue at a junction of 100 degrees Cel sius. However, we had to
ensure that the chip timng worked at a junction tenperature of
100 degrees Celsius, as opposed to the 85 degrees Celsius we
woul d normally use. We could not use this approach on the PCl

bri dge chip because the additional timng optimnzation required
woul d have adversely affected the schedule. W had to take
speci al neasures in the design to keep the power dissipation
within the 1.5-WIlimt. W inplenmented conditional clock nets for
| arge bl ocks of registers that are |oaded infrequently, such as
the CSRs and the TLB

Internal Clocking. To achieve the shortest possible cross chip
set |latencies, we inplenmented a four-phase clock system A
four-phase systemallows data to be transferred from one section
of the chip set to another in less than a full clock cycle if

| ogi c delays are sufficiently small.

In contrast to approaches based on | atch designs, which can offer



| ower gate-count inplenmentations, we chose to use nostly
edge-triggered devices. W viewed this as an opportunity to
sinmplify the design analysis and timng verification process by
keepi ng the number of timng reference points to four clock
edges.

To further sinplify the clocking system the designers chose to
make the PCl clock and the cache/ nmenory clock synchronous to each
ot her. This approach avoids the need for synchronizers (and
correspondi ng synchroni zer del ays) between cl ock domains; it also
reduces the nunmber of clock speed conbinations to be verified.

Al t hough the synchronous approach does not allow the system

desi gner to decouple the PCl clock speed fromthe cache/ menory
clock speed, we felt that the added conplexity and verification
effort required to support asynchronous clocks would not be worth
the smal|l degree of flexibility that would be gained from such a
desi gn.

Functional Verification

G ven the short design schedule and the requirenent that
first-pass prototypes be highly functional for custoners, the
team adopted a strategy of pseudorandomtesting at the
architectural level of the chip set as a whole. W felt that this
strategy would test nore of the design nore quickly and woul d
find nmore subtle and conpl ex bugs than a testing nethodol ogy
focused on the gate/register |evel of each separate chip

The DECSI M si rmul ation environment included nodels for the three
chi ps, a DECchip 21064 bus functional nodel (BFM, a PCI BFM a
cache nodel, a nmenory nodel, and sonme "denon" nodels that could
be programred to pseudorandomy generate events such as the
assertion of the video port inputs or the injection of errors.
We devel oped SEGUE tenpl ates and used themin a variety of
exercisers to generate DECSIM scripts pseudorandom y. [ 6]

To keep the testing environment from being overly conplicated, we
al l oned users to pseudorandomy configure only those aspects of
the design that significantly altered the operation of the
control logic. Many configurable aspects of the chip set and
simul ati on environnent (for exanple, the PCl S/ G nmap) were not
varied in the exercisers and were tested with sinple focused
tests.

In addition to programm ng BFMs to read back and check data, we
built a variety of checkers into the sinulation environnent to
verify correct operation of RAM control timng, PCl protocol
tristate bus control, PClI transaction generation, data cache

i nvalidate control on the DECchip 21064 CPU, and many ot her
functions. At the end of every exerciser run, the secondary cache
and nmenory were checked for coherence and correct error
protection.



The verification efforts of the teamresulted in the renoval of
over 200 functional bugs, ranging fromsinple bugs to quite
conpl ex and subtle bugs, prior to the fabrication of first-pass
prototypes. We found no "show stopper"” bugs in the core functions
required for first-pass prototype chips, and we used sinple

wor k-arounds for the few bugs that we did find in the first-pass
desi gn.

THE EB64+ EVALUATION KI'T

This section of the paper discusses the devel opnent of the EB64+
evaluation kit. After presenting the project's goals and the
overview of the kit, it discusses sone of the nodul e design

i ssues that were addressed during the design of the EB64+ nodul e.
This section concludes with performance results of benchmarks run
on the EB64+ system

Proj ect Goal s

The first and nost inportant goal of the EB64+ eval uation kit
project was to provide a sanple design for custonmers using the
DECchi p 21064 mi croprocessor and the DECchip 21071 and the
DECchi p 21072 chip sets. Another mmjor goal was to provide an
eval uati on and devel opnent platformthat used standard PC
conponents. These two goals would enable a custonmer to eval uate
their design trade-offs quickly and to conplete their system
design faster and with a better chance of success.

Secondary goals were to provide a devel opnent and debug
environnent for the core chip set and to provide a
hi gh- perf ormance benchmarki ng system for the m croprocessor and

core chip set. The EB64+ kit also serves as a platformfor
har dwar e and software devel opment for PCI 1/0O devices.

EB64+ Kit Overvi ew
Figure 2 shows a block diagram of the EB64+ nodule, a full-size
PC (12.0 inch by 13.0 inch) nother board. The mmj or conmponents on

the nodul e are given bel ow

o] DECchi p 21064 i croprocessor (150 negahertz [MHz] to 275
VHz)

o] Secondary cache (512 kB, 1 MB, or 2 MB)
o] Secondary cache address buffer

o] Interrupt/configuration programmable array |ogic (PAL)
devi ce

o] Serial ROMinterface for the m croprocessor



o] System cl ock generator: oscillator, phase-locked | oop
(PLL), clock buffers

o] Core logic chip set
o] Two secondary cache control PALs

o] PCl bus peripherals: enmbedded smal| conputer system
interface (SCSI) and Ethernet

0 PCl bus arbiter

o] Intel 823781 B bridge between the PCl and | SA buses
o] Three | SA expansion slots

o] Ei ght slots of standard 36-bit nmenory SI Mk

o] Menory control signal buffers

[Figure 2 (Block Diagram of the EB64+ Module) is not available in
ASClI | format.]

Secondary Cache Size and Speed

The DECchi p 21064 processor has programabl e secondary cache read
and wite access tinmes with a granularity equal to the processor
clock cycle tinme. For instance, if the read access tine is 25 ns,
the programred value for a 150-MHz processor (6.6-ns cycle tine)
woul d be 4, and the programed val ue for a 200-MHz processor
(5-ns cycle tinme) would be 5.

One of the nore difficult decisions for any system designer is to
deternmine the optiml cache size and speed in terns of cost and
performance. The EB64+ nodul e supports various cache size and
speed options in order to allow a system designer to evaluate the
di fference between a | arge, slow cache and a snmall, fast cache.
The trade-off here is usually between |ower cost for the 512-kB
cache and hi gher performance for the 2-MB cache. The 2-MB cache
uses four 128K by 9 SRAMs and twel ve 128K by 8 SRAMs for the data
store, and the 512-kB cache uses four 32K by 9 SRAMs and twel ve
32K by 8 SRAMs.

We deci ded to share data RAM footprints between the 32K by 8
SRAMs and the 128K by 8 SRAMs, thus allow ng the system desi gner
to build two different nodules: one with a 512-kB cache and the
other with a 2-MB cache. The designer can eval uate the
speed-to-size trade-off by using faster SRAMs for the smaller
cache and sl ower SRAMs for the |larger cache. The system desi gner
can choose to evaluate the effect of varying the cache size from
512 kB, to 1 MB, to 2 MB, without varying the cache speed, by
configuring junpers to disable portions of the 2-MB cache on an



EB64+ nodul e.

System Cl ocki ng Desi gn

System cl ocking for the EB64+ nodul e presented a challenge in two
different areas. The first area was the high-frequency input

cl ocks needed by the DECchip 21064 m croprocessor. The i nput

cl ocks operate at twice the frequency of the DECchip 21064 CPU
requiring a 300- to 550-MHz oscillator for the EB64+ nodul e.
Initially, an emitter-coupled logic (ECL) output oscillator was
used for this purpose. The main drawback to this solution was the
cost, which is in the $40 to $50 range. The other disadvantage
was the long lead tinme and nonrecurring engi neering charges
associated with uni que oscillator frequencies.

By working closely with a vendor of gallium arseni de (GaAs)
devices, we were able to provide an alternative in the $8 to $18
range. The device consists of a | owfrequency oscillator and a
PLL that nultiplies the | owfrequency oscillator to provide the
hi gh-frequency input that the processor requires. For exanple, a
300- MHz frequency clock is generated using a 30-MHz oscillator
connected to a PLL that nultiplies this by 10 to provide the
300-MHz input. Since |ower frequency oscillators are produced by
nore vendors, the lead tinmes and nonrecurring engi neeri ng charges
for unique frequencies are m ni mal when conpared to the ECL

out put oscillators.

Generating the clocks for the other system conponents was quite
chal l enging. The core logic chip set, PCl devices, and the cache
control PALs together require three types of clock signals: the
first clock is in phase with the processor's sysCl kQut cl ock
signal; another clock is 90 degrees phase shifted fromthe first;
and a third clock has twice the frequency of and is in phase with
the first. The frequency of sysCl kQut is an integral divisor
(between 2 and 17) of the processor's internal clock frequency.
Some divisors may result in a sysCl kOut duty cycle that is not 50
percent. A PLL is used to generate both the phase-shifted and the
doubl e-frequency clock. It also guarantees a 50 percent duty
cycle, which is required for the PCl clock

Figure 3 illustrates how the EB64+ npdul e generates the three
system cl ocks fromthe processor's sysCl kQut signal. In addition
to the PLL, the system cl ock generator uses |ow skew cl ock
buffers to drive the final device | oads of the system One out put
of the clock buffers is used to provide the feedback to the PLL
This causes the overall delay fromsysCl kQut to the system cl ock
to be close to zero.

[Figure 3 (EB64+ System Cl ock Distribution) is not available in
ASClI | format.]

Desi gn Evol ution



As noted previously, the EB64+ kit was devel oped to provide an
exanpl e design to external custoners as well as provide a debug
and devel opnent platformfor the core logic chip set. The focus
of the design evolved during the project.

Initially, we included several features on the EB64+ nodule to
support the various nodes of the chip set. As the design
progressed, an updated version of the EB64+ nodul e was devel oped.
The final version focused nore on being a sanple design than a
debug and devel opnment platformfor the chip set. Sone of the
features that fell into this category are listed bel ow

o] Initially, the EB64+ nodul e supported both the 64-bit and
128-bit menmory on the same nodule with configuration
junpers. This design affected perfornmance because 64 bits
of the cache data bus were routed to two data slice
chips. The final version of the EB64+ nodul e supports
only 128-bit menmory. This change allowed us to reduce the
cache read access tine on the DECchip 21064 processor hy
3 ns, thus reducing the progranmed 2-MB cache read access
time for a 200- MHz DECchip 21064 processor from 7 cycles
to 6 cycles.

o] Certain nodes of the chip set were controlled by
configuration junpers initially. These have been
redefined to support additional cache sizes and speeds to
support a wi der range of evaluation and benchnar ki ng.

Per f or mance

Figures 4 and 5 show the results of the BYTE magazi ne portable
CPU/ fl oati ng-point unit (FPU) benchmarks run on an EB64+ system
runni ng the Wndows NT operating system The EB64+ system has a
128-bit menory subsystemwith 70-ns (RAS access tinme) DRAMs. The
150- MHz, 166- MHz, and 200- MHz benchmar ks were run using a DECchip
21064 m croprocessor with a 512-kB cache with a 28-ns read access
time. The 275-MHz benchmark was run on a DECchip 21064A

nm croprocessor with a 2-MB cache with a 35-ns read access tine.
The benchmarks for the DECchip 21066 processor were run on an
EB66 systemwith a 256-kB cache. The figures show the performance
relative to other Wndows NT systens available in the nmarket
today. The benchnmark data for the Intel 486 DX2-66 and Pentium

60- MHz chips and for the MPS Conputer Systens' R4400SC
processors was taken fromthe Al pha AXP Personal Conputer

Per f ormance Bri ef--W ndows NT.[ 7]

[Figure 4 (BYTE Portable CPU FPU Benchmarks) is not available in
ASClI | format.]

[Figure 5 (EB64+ System Performance Benchmarks) is not avail able
in ASCII format.]



Tabl e 1 conpares the bandwi dths on an EB64+ system using the two
possi bl e chip set configurations, a 200-MHz processor, and 70-ns
DRAMS.

Table 1 Conparison between a 64-bit Menory Data Path and a 128-bit
Menory Data Path

Transacti on Type 64-bit Menory 128-bit Menory
4-chip Config- 6-chip Config-
uration uration

CPU Menmory Wi tes:
Wite with secondary cache allocate 133 MB/'s 133 MB/'s
Wite with no allocate 133 MB/s 267 MB/s

CPU Menory Read:

Bandwi dt h

76 MB/s 107 MB/'s
/O Wite:
8 bytes 38 MB/s 38 MB/s
32 bytes (PCl dense nenobry space) 82 MB/s 82 MB/s
I/ O Read:
8 bytes 22 MBl's 22 MBl's
DVA Wite:
64- byte PCl burst 119 MB/s 119 MB/s
32- byt e burst 107 MB/s 107 MB/s
DVA Read:
Cache m ss, 64-byte burst 55 MB/s 65 MB/s
Cache m ss, 32-byte burst 41 MB/s 48 MB/s
Cache hit, 64-byte burst 74 MBIl s 74 MBIl s
Cache hit, 32-byte burst 51 MB/s 51 MB/s
SUMMARY

The DECchi p 21071 and the DECchip 21072 chip sets and the EB64+
evaluation kit met their project goals by helping to proliferate
the Al pha AXP architecture in the PC narket. Several custoners,
as well as sonme groups within Digital, use the chip sets in their
systens today. Many of these custonmers and internal groups have
used the EB64+ platformas a basis for their designs and as a
means of initiating their software devel opnent while they were
devel opi ng their hardware. The EB64+ platform has al so been used
to devel op device drivers for several PCl devices devel oped by
Digital
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