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ABSTRACT

The DLT2000 nagnetic tape drive is a state-of-the-art storage
product with a 1.25M byt e-per-second data throughput rate and a
10G byte capacity, without data conpression. To increase data
capacity and throughput rates, the DLT2000 i npl enments a vari ant
of the Lenpel-Ziv (LZ) data conpression algorithm An LZ nethod
was chosen over other nethods, specifically over the |Inproved
Dat a Recordi ng Capability (IDRC) algorithm after performance
studi es showed that the LZ inplementati on has superior data

t hroughput rates for typical data, as well as superior capacity.
Thi s paper outlines the two designs, presents the nmethodol ogy and
the results of the performance testing, and analyzes why the LZ
i mpl enentation is faster, when the | DRC hardware inplenmentation
had twi ce the bandwi dth and was expected to have faster

t hroughput rates.

OVERVI EW

Dat a conpression, a nmethod of reducing data size by coding to

t ake advantage of data redundancy, is now featured in nopst tape
drive products. Two conpression techni ques in w despread use are
(1) an arithmetic coding algorithmcalled |Inproved Data Recording
Capability (IDRC) and (2) variants of the general Lenpel-Ziv (LZ)
conpression algorithm Current tape products that inplenent these
algorithms are I1BMs fast (a maxi mum throughput rate of
approximately 3M bytes per second [M bytes/s]) and relatively
expensive (originally about $60K) famly of half-inch, 36-track
tape products, which have enployed the |IDRC al gorithm for about
five years. Mrre recently, the 8-nmllinmeter (nm helical scan
tape products began incorporating |DRC data conpression. Al so,
some 4-mm helical scan digital audiotape (DAT) products now use a
variant of the LZ algorithm as do sonme quarter-inch cartridge
(Q C tape products.

I n devel oping a conpl ex product like an industry-I|eading tape
drive, it is difficult to determ ne at the begi nning of the



project the design that will have the best performance
characteristics and neet tinme/cost goals. When Digital included
data conpression in the plans for its DLT2000 tape product, the
choi ce was not clear regarding which conpression technol ogy woul d
best enhance the tape drive's data transfer rate and capacity.
Keeping within cost constraints and incurring an acceptable |eve
of risk to the devel opnent schedule were inportant factors as
well. The options were greatly linted, however, because the
schedul e was too short for the engineering teamto inplenent a
conpression nmethod on a silicon chip designed specifically for
the DLT2000 tape drive; therefore, the team needed to find a
conpression chip that was avail able already or woul d be soon.

Anot her inportant consideration was that the conpression nethod
used on the DLT2000 tape drive would likely be used on future
digital linear tape (DLT) products. For nedia interchangeability,
such products would have to be able to wite and read nedi a
conpatible with the DLT2000 tape drive. New products that used

di fferent conpression nethods would require extra hardware to
handl e both types of data conpression. Since extra hardware adds
signi ficant cost and conplexity to products, the use of different
conpression nmethods is undesirable. Also, to neet future data

t hroughput needs, the conpression nmethod used on the DLT2000 tape
drive had to support the significantly higher data transfer
speeds planned. If the conpression chip used initially was too
slow for future products, it had to be at |east possible to
devel op an inplenentation of the same conpression al gorithmthat
woul d be fast enough for future DLT products.

To gain nore expertise in applying data conpression technology to
tape drives, the tape devel opnent group investigated severa

desi gns using various data conpression chips. Eventually, we
created about 20 DLT2000 engi neering prototype units, each of

whi ch used one of the two npbst common data conpressi on nethods:

I DRC and an LZ variant. The specific Lenpel-Ziv variant used was
designated Digital Lenpel-zZiv 1 (DLZ1).[1,2] W tested the
performance of the prototype units and studied the results to
check for consistency with our expectations. Such analysis was

i rportant since tape drive performance with data conpressi on was
a new area for the engineering team and the interplay of higher
tape transfer rates, new gate arrays, conpression chip, nenory
buffers, new firmvare, and host tape applications is conplex.

Figure 1 shows the basic design of the data path on the DLT2000
tape drive's electronics nmodule. (M croprocessors, npst gate
arrays, firmvare read-only nenories [ROVs], and other electronic
conmponents are not shown.) Note that the data cache size is
effectively increased because it contains conpressed data. The
data processing throughput of the conpression chip, however, can
potentially be a bottleneck between the cache and the small
conmput er systens interface (SCSI) bus. The I DRC conpression chip
can process data at throughput rates of up to 5M bytes/s, whereas
the DLZ1 chip can process data at rates of up to about 2.5M

byt es/s when conpressing data and up to about 3M bytes/s when



deconpressing data. In each design, the menory and data paths
outside the conpression chip were designed to be adequate for the
conpression chip used.

[Figure 1 (Tape Drive Data Path) is not available in ASCl
format. ]

One mmj or goal of this study was to quantify the perfornmance of
each inplenmentation to deternine if the | ower throughput of the
DLZ1 chip was a practical disadvantage in the DLT2000 product.
The | DRC version of the DLT2000 product, with its maxi mum

t hroughput rate of 5M bytes/s, would seemto have a clear

t hroughput advantage, but the typical conpression ratio and the
data rate to the tape nedia are significant factors in the
overal |l throughput of the tape drive.

The devel opnment group expected the I DRC and DLZ1 chips to have
approximately the sane conpression ratio (i.e., the result of

di vidi ng the nunber of units of data input by the number of units
of data output). The DLZ1 ratio would possibly be slightly

hi gher. The group based their expectation on conparisons of
results from several studies.[2,3,4] These studies reported
conpression ratios for various types of data on inplenentations
that used either the IDRC algorithmor an LZ al gorithm but not

bot h.

Conpressing data within the tape drive has a nmultiplying effect
on the drive's throughput rate, as seen by a host conputer. If

t he unconpressed data throughput rate to the tape nedia is 1.25M
bytes/s and the data conpression ratio is 2.0:1 (or 2.0), the
expected average data transfer rate is 1.25 x 2.0 = 2.5M bytes/s.
Si nce the devel opment group thought that the typical conpression
rati o of each inplenentation was 2.0:1, and because the DLZ1 chip
woul d tend to become a bottleneck as data rates approached the
chi p's maxi num t hr oughput rate, the group expected the |DRC
prototype to be at |east as fast as the DLZ1 prototype for a

gi ven data set.

Testing showed, however, that the DLZ1 DLT2000 prototype
consistently, and significantly, surpassed the |IDRC prototype in
both netrics! To ensure the correctness of the |IDRC

i mpl enmentation used on the prototype DLT2000 and thus confirmthe
unexpected result, the group verified the I DRC conpression
efficiency results by testing two other tape products that use
the IDRC algorithm G ven identical data sets, the benchmark test
results were consistent with those of the | DRC DLT2000 pr ot otype.

The marked difference between the DLZ1 and | DRC prototypes can be
mainly attributed to the differences in the conpression
efficiencies of the two algorithns. Relatively | ow conpression
ratios on the IDRC unit limt its throughput capabilities. The
aut hor believes that the discrepancy between the results of the
DLT2000 prototype testing and the results of the earlier studies
can be explained by two factors: variations in the data sets used



and differences in nedia format.

First, the conpression efficiency for different sanpl es of data,
even if of the same type, e.g., PostScript data, can vary wi dely.
The data sets tested on the DLT2000 prototypes were not identica
to those tested in the earlier studies.

Second, sone tape drive inplenmentations conbi ne | DRC data
conpression with a feature I BM calls autobl ocking (also known as
super bl ocking). This coupling occurs when the tape drive has a
media format that contains interrecord gaps (I RGs) whose nunber
is inversely proportional to the tape block (record) size used
(sonetines linear). Autoblocking mnimzes the nunber of |RGs by
automatically using a |arge, fixed on-tape block size (e.g., 64K
byt es). The autobl ocking feature packs nultiple conpressed bl ocks
fromthe host into the larger blocks on the nedia.[4] Reducing
the nunber of IRGs on such tape formats is inportant because |RGs
are wasted space. |If block sizes are small, the nunmber of |RGs
will be large and the tape capacity significantly reduced. Tape
products that comnbi ne autobl ocking with | DRC conpression derive
an increased capacity from both techni ques.

These two factors, however, were not relevant to the test results
of our study, i.e., the favorable DLZ1 findings. W perfornmed the
DLT2000 prototype testing with tape drives that were virtually

i dentical except for the conpression technol ogy used. Also, the
data sanples, tools, and test environnents were the sane.

Fromthe test results and anal ysis we concluded that, when
conpared with the IDRC i npl enentation, the DLZ1 inplenentation
combi nes consi stently superior cartridge capacity (25G bytes at a
conpression ratio of 2.5:1) and superior data throughput for npst
types of real data. The testing did not reveal any real data
types that conpressed better with the IDRC technique than with
the DLZ1 technique. In addition, the DLZ1 technique is supported
by the strong prospect of future DLZ1 conpression chips that wll
greatly increase the mexi mum data throughput rates. This
addresses the concern that the DLZ1 techni que shoul d support a
growth path in data throughput rate for future nenbers of the DLT
product famly.

The remai nder of this paper outlines the operation of the |IDRC
and DLZ1 conpression techni ques, discusses what testing was done
and how, presents the test data, and gives an analysis of the
results.

DESCRI PTI ON OF THE | DRC AND DLZ1 COVPRESSI ON ALGORI THMS

This section provides sonme historical/industrial background on
the IDRC and DLZ1 algorithnms and sone cursory information on how
they work. An in-depth technical presentation of these (or other)
conpression techniques is beyond the scope of this paper. For
nore details on their operation and mat hematics, please refer to



the references.

The | DRC Conpression Al gorithm

| BM devel oped the IDRC al gorithm and enploys this techni que on
some menbers of the Model 3480 and Mbdel 3490 tape subsystens.
EXABYTE Corporation is currently licensing the IDRC al gorithm
from|BM [ 4]

The IDRC algorithmis a | ossless, adaptive arithmetic conpression
technique. Arithnetic conpression encodes data by creating an
output string that represents a sequence of fractional nunbers
between 0 and 1. Each fraction is the result of the product of
the probabilities of the preceding input synbols.[4,5,6,7]

The I DRC techni que has two nodes: byte oriented and binary (bit)
oriented. On input, bytes are conpared with the |last byte
processed. If three or nore consecutive bytes are found to be
equal , processing occurs on a byte-by-byte basis. O herw se, the
data is conpressed bit by bit.[6]

Paral l el recording inplenmentations for which the nunber of |IRGs
is a capacity issue (for exanple, the |IBM Model 3490 product)
usual |y conbi ne | DRC conpressi on with autobl ocking. Since

aut obl ocki ng reduces the nunmber of |IRGs (assum ng that a smaller
bl ock size is comopnly used), the effective increase in tape
capacity due to autobl ocki ng surpasses the increase that
conpression al one woul d yi el d.

In sonme tape inplenmentations, though, data is packed into

fi xed-size blocks on the nedia whether or not conpression is
used. If done efficiently, this packing nakes tape capacity on
such products independent of block size.

The DLZ1 Conpression Al gorithm

A nunber of variations of the Lenpel-Ziv algorithm (also referred
to as the Ziv-Lenpel algorithm have been inplenmented and are in
wi de use in the industry today. Some exanples are the conmon PC
conpression software tools PKARC, PKZI P, and ZOG the conpression
met hod built into the MS-DOS Version 6.0 systeny and

Hew ett - Packard's HP 7980XC tape drive. IBMrecently announced
that it has devel oped a hi gh-speed (40M bytes/s) conpression chip
that uses the LZ algorithm In addition, STAC El ectronics' data
conpression products and the Q C- 122 data conpression standard
use derivatives of the LZ algorithm][4,5]

Lenpel - Ziv net hods generally replace redundant strings in the

i nput data with shorter synbols. The methods are | ossless and
adapt to the input data. Inplenentations typically sinplify the
general algorithmin one or nore ways for practical reasons, such
as speed and nmenory requirenments for string storage.[1, 3, 4,5, 8]



The LZ variant used in the DLZ1 inplenentation maps
variable-length strings in the input to variable-Iength output
synmbol s. During conpression, the algorithmbuilds a dictionary of
strings, which is accessed by neans of a hash table. Conpression
occurs when input data nmatches a string in the table and is
replaced with the correspondi ng dictionary synbol. The dictionary
itself is not output to the tape nmedia but is rebuilt during
deconpressi on. [ 1]

When the dictionary fills up with strings, the algorithm cannot
adapt to new patterns in the data. For this reason, the
dictionary needs to be reset periodically. The DLT2000 DLZ1
algorithmresets the dictionary on each | ogical block boundary.
Thus, the conpression efficiency can vary according to the bl ock
size, as well as with the actual data. Wth small blocks, the
dictionary is typically still adapting to the input data when the
bl ock ends and the dictionary is reset. This tends to keep the
conpression algorithmfromreaching full efficiency. For exanple,
with an LZ variant simlar to the DLZ1, the LZWal gorithm
presented in Welch's "A Techni que for High-Performnce Data
Conpression," conpression efficiency increases rapidly as the

bl ock size used goes from1l byte to about 8K bytes.[3] The

ef fici ency peaks at about 12K bytes, and | arger bl ock sizes show
good but gradually decreasing conpression efficiencies. The
initial input block range that exhibits rapid inprovenent in
conpression efficiency (1 byte to 8K bytes, in this case) is
referred to as the "adaptation zone."

TEST PROCEDURES
The devel opnment group carried out three main sets of tests.

1. Tests that neasured the conpression efficiency on an
OpenVMsS system and on an ULTRI X system which is based on
the UNI X system

2. Tests that neasured the conpression efficiency and the
data t hroughput in a high-throughput test system
envi ronnent

3. Benchnmark tests that neasured the | DRC conpression ratios
on two other tape products

The DLT2000 firmwvare nmeasured the conpression ratios precisely by
conparing the block size (in bytes) before and after conpression,
during wite command processing. In the benchmark tests,
conpression ratios were calculated fromtotal tape capacities
with and without conpression enabled. W repeated the DLT2000
tests with minor variations in test paranmeters; the results
suggested an uncertainty of approximately +/-1 percent in the
measur enments.



Test configurations were identical in systemtype, test software,
and operating systemversions. W often used the sane test bed
and varied only the tape unit under test, i.e., the DLZ1l or the

| DRC. The hardware and firmware on the different DLT2000
prototypes were identical to ensure that factors such as

di agnostic code overhead and cl ock speed did not skew test
results between the DLZ1 and the IDRC units, or between test

runs. We al so varied sonme paraneters and repeated tests to ensure
that the nmeasured performance characteristics were consistent
with and reflective of the final product.

Operating System-based Tests

Since the system configurations used could not supply data fast
enough for conclusions to be nmade regardi ng the DLT2000 tape
drive's maxi mum throughput rates, conpression efficiency was the
focus of the operating systemtesting. Test paraneters were stil
chosen to mnimze throughput bottlenecks in the host system For
each test, the data was set up on a single disk on each of two
systems -- an OpenVMS system and a UNI X system

OpenVMS Tests. The OpenVMS systemused in the tests was a
clustered M croVAX 3400 nmachine with a KZQSA adapter for the SCS
bus. The M croVAX 3400 system was runni ng the OpenVMS Versi on
5.5-2 operating system and used the standard backup utility
(BACKUP) to wite data to the DLT2000 tape drive. Although
conpression efficiency was the focus of the operating system
testing, we selected the foll owing BACKUP options to mexim ze
system t hroughput as much as possi bl e:

o] / NOCRC. This option disables a cyclic redundancy check
(CRC) calculated and stored in the tape bl ock by BACKUP
for extra data integrity protection. Since the CRC
calculations are CPU intensive, they were disabled to
mnimze system bottl enecks.

o] / BLOCK_SI ZE=65024. A bl ock size of 65,024 m nim zes host
and SCSI bus overhead to a reasonabl e degree.

o] / GROUP_SI ZE=0. This option disables the creation of (and
the witing to tape of) an exclusive OR (XOR) bl ock
cal cul ated by BACKUP. By default, BACKUP woul d create one
XOR bl ock for every 10 data bl ocks. W disabl ed XOR
bl ocks because their presence woul d probably decrease the
conpression rati o and system t hroughput.

We tested the followi ng types of data on the OpenVMS system

o] Bin -- the BACKUP of a set of binary files, nmainly
executabl e files

o] Sys -- the imge BACKUP of the system disk



o] C -- the BACKUP of the DLT2000 product's firmnare source
library, primarily C code and include files

UNI X Tests. The UNI X configuration used for testing was a
DECsyst em 5500 system running the ULTRI X Version 4.2c operating
system The SCSI comon access nodel (CAM software driver was
used, running on this machine's native SCSI port. The standard
ULTRI X tar and dd utilities were used to copy the follow ng data
to the tape:

o] Text -- ASCII text files of product docunentation manual s
o] PS -- PostScript versions of the manuals
o] tar -- tar backup of the system disk

o] HarGra -- the chart and art files shipped with the
standard Harvard Graphics software package

o] Val Log -- the files containing the gate array design
dat abase, which was built using Valid Logic tools

Throughput Tests

The throughput tests were perfornmed on PC-based Adaptec SDS-3
SCSI devel oprment/test systens. The devel opment team chose this
test environnent to do repeatable, high-performnce testing
because it is relatively unconstrained by disk, file system CPU
or application software bottl enecks for the performance range of
the DLT2000 tape drive.

We tested the followi ng data types on the SDS-3 system

o] Bi nary -- an OpenVMS VAX object file

o} Source -- C source code
o] VAXcam -- a VAXcanera image file in PostScript format
o] HarGra -- a collection of chart and art files shipped

with the standard Harvard Graphics software package

o] Paint -- a conplicated Paintbrush file, in bitmap fornmat

o] Ones -- an all ones (hex FF) pattern

o] Repeat -- a string of 24 unique characters, repeated as
needed

SCSI bus protocol overhead can be somewhat high on an SDS-3
system and conpression ratio and throughput rate can vary



dependi ng on the tape bl ock size. Consequently, all neasurenents
were taken using 64K-byte tape bl ocks. This block size mnimzes
per - command over head on the SCSI bus, as well as in the host.
Wt h high enough conpression ratios, however, this overhead was
still alimting factor for 64K-byte bl ocks on the IDRC testing,
as will be shown later in the SDS-3 Test Results section.

Anot her factor in SCSI bus performance is whether synchronous or
asynchronous data transfer node is used. Asynchronous transfer
node requires a full handshake to transfer each data byte, which
can seriously decrease the bandwi dth of the SCSI bus in many
configurations. Synchronous transfer node (period/offset = 200/7)
was enabl ed, which tends to mnimze the effect of cable length
on performance.

For a given data type, the same ampunt of data, i.e., from 50M
bytes to 300M bytes, was transferred to both versions of the tape
product. We often performed several test runs using different
anounts of data to check the consistency of the test results.

To maxim ze the applicability of the test results, we wanted to
use "real world" data. To do so in our test environment was not
practical or would have introduced del ays between bl ocks, thus
rui ni ng any throughput neasurenents. We obtained a conprom se in
the foll owing manner. The SDS-3 tool we used is limted by a
64K-byte buffer for high-speed transfers. That buffer can be used
repeatedly, and the direct nmenory access (DMA) pointers
automatically "wap around" back to the start when they reach the
end of the buffer. We created a tool that takes the first 64K
bytes froma file with the desired test data, reformats the data,
and wites the data to an output file conpatible with the SDS-3
software. This "buffer file" can then be uploaded into the SDS-3
tool's menory buffer, thus duplicating the first 64K bytes of the
data fromthe test file in SDS-3 nmenory. The tool has an obvi ous
limtation; the first 64K bytes of data mi ght not be
representative of the rest of the data in the file. Using this
tool was, however, a practical way to transfer at |east subsets
of real data into the throughput test environnent.

Benchmar k Tests

Since prelimnary results of our study indicated that the | DRC
chip has a | ower conpression ratio than that indicated by

previ ous studies, the benchmark tests were perforned primarily to
confirmthe conpression efficiency of the | DRC DLT2000

i mpl enentation.[4] For the benchmark tests, we tested two tape
products that use | DRC conpression inplenentations.

The first product tested was Digital's TA91 tape drive (which is
conpatible with an | BM 3480E tape drive) configured on a

Hi erarchi cal Storage Controller (HSC) in a VAXcl uster
configuration. A collection of chart and art files included with
the standard Harvard G aphics software package conposed the data



set. This identical data set was witten to an | DRC DLT2000 t ape
drive for accurate conpari son.

The second benchmark product tested was an EXB- 8505 tape drive,
whi ch al so uses I DRC conpression.[9] W tested the EXB-8505 tape
drive on an SDS-3 test system The data set used was the first
64K bytes of the text of the U S. Constitution. W conpared the
conpression rati o obtained on the EXB-8505 with the conpression
ratio for the sane data witten to a DLZ1 DLT2000 unit and with
text data conpressed on an | DRC DLT2000 tape drive. (The text
data on the IDRC inplenentation was different fromthe text data
on the EXB-8505 and DLZ1 inpl enentations because an | DRC
prototype was no | onger readily avail able when the U S.
Constitution data becane part of the tests.) W also perforned
some throughput tests to conpare the DLZ1 DLT2000 and the

EXB- 8505 dri ves.

We neasured the native product capacity of the TA91 and EXB- 8505
tape drives by witing to the end of tape (EOT) with conpression
di sabl ed. W then repeated this test with conpressi on enabl ed.

TEST RESULTS

The conpression ratios shown in the test results are cal cul ated
by dividing the nunmber of bytes of unconpressed data by the
nunber of bytes of the sane data when conpressed. Therefore, a
conpression ratio of 2.0:1, or sinply 2.0, neans that the data
conpressed to one-half its original size, and if nmintained for
t hat whol e tape, such conpression would effectively double the
data capacity of the tape drive.

Operating System Test Results

Figure 2 shows the neasurenents of conpression ratio on the
OpenVMs and UNI X systens. The difference between the conpression
rati os of the DLZ1 prototype and those of the IDRC prototype is
striking on the graph. The DLZ1 prototype had significantly

hi gher conpression ratios for all the data types tested. Note
that these results, as conpared to the results of the SDS-3
testing, are nore representative of the real world, since nost of
these data sets cane fromlive nultinmegabyte databases.

[Figure 2 (Operating System Data Conpression Ratios) is not
available in ASCI| format.]

We tested the ULTRI X dunp utility on the sanme system and data on
which we ran the tar utility. The dunp utility conpression ratios
were al nost identical to those obtained with the tar utility.

This result was not surprising since the bulk of the data stored
was identical -- only the netadata created by the utility varied.
For compari son purposes, the average conpression ratio for these
data types was 2.76 for the DLZ1 prototype and 1.54 for the |IDRC



pr ot ot ype.

Al t hough conpressi on neasurenents were the focus of the operating
system -based tests, for general information, we also took sone

t hroughput neasurenents. The DECsystem 5500 system runni ng the dd
utility achieved wite rates of approximtely 0.85M bytes/s for
the data types. Running the tapex utility's performance test
(which is not disk or file systemlinmted) on a simlar machine
resulted in rates of nore than 3M bytes/s. The 3Mbyte/s rate
implies that, when running dd or tar, the disk and/or file system
is the likely bottleneck, since the ULTRI X drivers, SCSI channel
and tape driver were capable of three times the throughput.

(OQther possibilities are inefficiencies within dd and/or tar

i nefficient handling of two devices on the SCSI bus, insufficient
CPU horsepower, etc.)

OpenVMS tests showed similar results for the BACKUP utility, but
the throughput is likely to have been limted by the KZQSA
adapter. O her tests indicate that the KZQSA has a |linmt of 0.8M
bytes/s to 0.9M bytes/s with the OpenVMs system

The informal operating systemthroughput testing confirns that
the particular configurations tested are not suitable for
measuring the bandwidth limts of the DLT2000 tape drive, when
usi ng the standard backup utilities. Note that the newer VAX and
the Al pha AXP platforms have nuch hi gher throughput capabilities
and are able to nore fully utilize the capabilities of the
DLT2000 product. These platforns were not avail able when we
performed this study.

SDS-3 Test Results

The SDS-3 tests neasured conpression ratios and data throughput
rates.

Conpression. Figure 3 shows the SDS-3 data conpression rati os.
The ratios for the first four data types are in the nornmal range,
i.e., the DLZ1 prototype averaged approximately 2.4 and the |IDRC
prototype averaged approximtely 1.5. For the Paintbrush bitmap
file, both prototype versions conpressed at about the sane

ef ficiency.

[Figure 3 (SDS-3 Data Conpression Ratios) is not available in
ASClI | format.]

Al t hough the 30:1 conpression ratio for the Ones pattern data is
not representative of normal data, the ratio gives a sense of the
maxi mum ef fi ci ency of the algorithns. The Repeat pattern test
rati os highlight the ability of the DLZ1 algorithmto capitalize
on redundant strings of noderate length (24 bytes, in this case).
The IDRC algorithmlacks this ability. None of the nmany data sets
tested conpressed better with the IDRC algorithmthan with the



DLZ1 algorithm (W tested six other data sets but did not
include the test results in this paper because they showed little
variation fromthose presented.)

Throughput Rates. Figure 4 shows the data throughput rates for
six of the data types; conpression ratios are annotated at the
bottom for conveni ence. The use of a line graph rather than a bar
graph suggests sonme correl ati on between conpression ratio and

t hroughput. W tested variants of these data types to explore the
strength of this correlation.

[Figure 4 (SDS-3 Data Throughput Rates) is not avail able in ASCI
format. ]

Wth the DLZ1 algorithm we found data sets that had the sane
conpression ratio but significantly different throughput rates.
We saw variations of up to +/-0.3M bytes/s fromthe "expected"
rate, which is the native drive rate (1.25M bytes/s) nultiplied
by the conpression ratio.

The throughput rate with the IDRC algorithmtends to correl ate
nore strongly with the conpression ratio, but we did see

vari ations. For exanple, the VAXcanera data at a conpression
ratio of 1.4 transfers about 0.1M bytes/s faster than Harvard
Graphi cs data, which conpresses at 1.6.

Even nore striking is the difference on wite and read transfer
rates. The DLZ1 algorithmis al nost always significantly faster
on deconpression. This feature is characteristic of this type of
LZ algorithm On the other hand, IDRC wite and read rates match
very closely, typically within 0.05M bytes/s.

The throughput limt of the SDS-3 system used was hi gh enough to
not usually be a factor. Knowing this fact was essential for the
proper interpretation of test results. A bottleneck in the tape
devi ce nust be distinguishable froman adapter or tester
limtation. We neasured the throughput limt of the SDS-3 system
by witing and reading the Ones pattern and sinilar data
patterns, which are highly conpressible by the IDRC al gorithm
Wth a 64K-byte bl ock size, throughput on the SDS-3 system peaked
at about 3.5M bytes/s. Wien we increased the block size 1M byte,
the throughput junped to nearly 4.5M bytes/s. This increase was
due to reduction in the amunt of commnd overhead for a given
anount of data being transferred on the SCSI bus. None of the
normal data types tested, except the Paintbrush bitmap files,
coul d approach conpression ratios high enough to begin to push
the limts of the SDS-3 system

These results indicate that at higher data rates, the SDS-3
system becones a limting factor. Analysis of SCSI protoco
handling on the SDS-3 system shows that the nondata portions of a
transaction (e.g., nmessage, commnd, and status) are handl ed
somewhat inefficiently. At high throughput rates, this overhead



is significant enough to affect throughput to the device. Using a
| arger bl ock size reduces this per-comand overhead for a given
anount of tape data and allows a higher throughput to be achieved
on the SCSI bus.

BENCHMARK TEST RESULTS

W wote the Harvard Graphics data set repeatedly to the TA91
tape drive. Wth conpression di sabl ed, about 132M bytes fit on
the nedia. Wth conpression enabl ed, 216M bytes were witten,
giving a conpression ratio of 1.64. This ratio conpares closely
with the 1.66 obtained on the | DRC DLT2000 pr ot otype.

We then used the SDS-3 tool to repeatedly wite the first 64K
bytes of the U S. Constitution to the EXB-8505 tape drive. Wth
conpression disabl ed, about 5G bytes were witten. Wth
conpression enabled, 7.6G bytes were witten, giving a
conpression ratio of 1.52. Again, this corresponds closely with
the conpression ratio of 1.54 achieved when witing text data on
the | DRC DLT2000 prototype.

We performed nore testing for general conparison between the DLZ1
DLT2000 product and the EXB-8505 product. The U.S. Constitution
data conpressed at 2.23 on the DLT2000 drive and at 1.52 on the
EXB- 8505 drive. Figure 5 shows the results of throughput testing
with this data on these two products, using two block sizes,

10K- byt e bl ocks and 64K-byte bl ocks.

[Figure 5 (EXB-8505 and DLT2000 Data Throughput Rates) is not
available in ASCI| format.]

CONCLUSI ONS

The conpression efficiency testing outlined in this paper

i ndicates that, for npbst data sets, the DLZ1 al gorithm usually
achi eves a higher conpression ratio than the |IDRC al gorithm and,
therefore, yields a consistent capacity advantage over the |IDRC
algorithm The reader should carefully note that regardl ess of
the al gorithmused, the actual capacity increase that a user

m ght realize with data conpression depends heavily on the
specific mix of data. The follow ng summuari zes the conpression
results presented in this paper. Based on the conpression testing
in the operating system environnment, a DLT2000 product using DLZ1
conpression has a typical capacity of 25G bytes to 30G bytes. A
DLT2000 product using | DRC conmpression would typically hold about
15G bytes of data.

The data throughput testing showed that, in npst cases, the DLZ1
DLT2000 prototype transferred data at a faster rate than the | DRC
DLT2000 prototype -- even though the | DRC prototype's hardware

i mpl enent ati on was capabl e of alnpst twice the data rate (5M
bytes/s for the IDRC drive and 2.5M 3. 0M bytes/s for the DLZ1



drive). The IDRC i nplenentation did not performbetter for two
reasons.

1. Gven the sane data set, the conpression ratio of the
| DRC i npl enentation is alnost always | ess than that of
the DLZ1 i npl enentation.

2. The typical conpression ratio of the IDRC inplenentation
is somewhat |Iow, in an absolute sense (less than 1.8).

Since data conpression in the tape device has a multiplying
effect on data transfer rates seen by the host, a | ow conpression
ratio limts the practical rate at which conpressed data can be
made avail able to the tape nedia.

To transfer data faster than the DLZ1 prototype, the |IDRC
prototype must achieve a conpression ratio that nmultiplies the
drive's native data rate beyond the throughput lint of the DLZ1
prototype. This limt is about 2.5M bytes/s for wite operations.
Cal cul ating the approximate nini mrum conpression ratio (Cr) needed
is straightforward, as the followi ng steps show

Cr x (native data transfer rate) = throughput limt
Cr x 1.25M bytes/s = 2.5M bytes/s

Cr

(2.5M bytes/s)/ (1. 25M bytes/s)

Cr

2.0 (or 2.0:1)

Thus, when the | DRC prototype conpresses data at a rate greater
than 2.0:1, its transfer rate should exceed that of the DLZ1
prototype. Indeed, with the Paintbrush and Ones data patterns,
the conpression ratio was nmore than 4.0:1, and the transfer rate
measur enents show the throughput potential of the |IDRC

i mpl ementation over the DLZ1 inplenentation. These data patterns
are not typical, however, and nore realistic data sets (e.g.

bi nary, source files, text, and databases) show the |IDRC

al gorithm conpression ratios to be only inthe 1.5 to 1.7 range.
The benchmark testing confirnms these results and, therefore, the
correctness of the I DRC DLT2000 i npl enmentati on. These | ow | DRC
conpression ratios for typical data are what prevent the |IDRC

i mpl ementation fromachieving its throughput potential on the
DLT2000 tape product.

The DLZ1 DLT2000 inplenentati on was adopted for the actua

DLT2000 tape product. As the devel opnent team conpl eted the

desi gn, they made hardware and firmvare i nprovenents to enhance
the data throughput characteristics of the final product. For
exanpl e, they increased the clock rate on the conpression chip by
10 percent and optinmized critical firmvare code paths.
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