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ABSTRACT

The Al phaServer 2100 |/ O subsystem contains a dual-level 1/0
structure that includes the high-powered PCI |ocal bus and the

wi dely used ElI SA bus. The PCl bus is connected to the server's
nmul ti processi ng system bus through the custom desi gned bridge
chip. The EI SA bus supports eight general - purpose ElI SA/ | SA
connectors, providing connections to plug-in, industry-standard
options. Data rate isolation, disconnected transaction, and data
buf f er managenent techni ques were used to ensure bus efficiency
in the I/0O subsystem |I|nnovative engi neering designs acconplished
the task of conbining Al pha CPUs and standard-system |/ O devices.

| NTRODUCTI ON

Digital's Al phaServer 2100 server conbines Al pha multiprocessing
technology with an |/ 0O subsystemtypically associated with
personal conputers (PCs).[1] The 1/0O subsystem on the Al phaServer
2100 system contains a two-1level hierarchical bus structure
consi sting of a high-performance primary I/O bus connected to a
secondary, |ower performance I/O bus. The primary I/O bus is a
32-bit peripheral conponent interconnect (PCl) |ocal bus (or
sinmply, PCl bus).[2] The PCl bus is connected to the Al phaServer
2100 system s multiprocessing system bus through a custom
application specific integrated circuit (ASIC) bridge chip
(referred to as the T2 bridge chip). The secondary I1/O bus is a
32-bit Extended Industry Standard Architecture (ElISA) bus
connected to the PCl bus through a bridge chip set provided by
Intel Corporation.[3] Figure 1 shows the |I/O subsystem desi gned
for the Al phaServer 2100 product. The |/ O subsystem denonstrated
sufficient flexibility to become the I/Ointerface for the snal
pedestal Al phaServer 2000 product and the racknmountabl e version
of the Al phaServer 2100 server.

[Figure 1 (I/0O Subsystem for the Al phaServer 2100 System
is not available in ASCII format.]

Thi s paper discusses the dual -1 evel bus hierarchy and the severa
I/ O advantages it provides. The design considerations of the I/O
subsystem for the Al phaServer 2100 server are exanmined in the
sections that follow

I/ O SUPPORT FOR EI SA AND PClI BUSES



The EI SA bus enabl es the Al phaServer 2100 systemto support a

wi de range of existing ElISA or Industry Standard Architecture
(I'SA) 1/0O peripherals.[4] The ElI SA bus can sustain data rates up
to a theoretical limt of 33 negabytes per second (MB/s) at a
clock rate of 8.25 megahertz (MHz). In the current configuration
for the Al phaServer 2100 product, the ElI SA bus supports ei ght
general - purpose EI SA/ I SA connectors, and the ElI SA bridge chip set
provi des connections to various | ow speed, system standard I/O
devi ces such as keyboard, nouse, and tinme-of-year (TOY) clock.
For mpost system configurations, the Al phaServer 2100 systenis

El SA bus provi des enough data bandwi dth to neet all data

t hroughput requirenents. In |ight of the new requirenents for
faster data rates, however, the EISA bus will soon begin to run
out of bus bandwi dth.

To provide for nore bandw dth, the Al phaServer 2100 system al so
contains a PCl bus as its primary bus. Wth data rates four tines
that of the EI SA bus, the PCl bus provides a direct mgration
path fromthe ElI SA bus. The 32-bit PCl bus can sustain data rates
up to a theoretical limt of 132 MB/s at a clock rate of 33 MHz.
In the Al phaServer 2100 system configuration, the PCl bus

provi des connections to three general - purpose 32-bit PCl
connectors, an Ethernet device, a SCSI device, the PCl-to-ElISA
bri dge chip, and the T2 bridge chip

A cl ose exani nation of the bus structure reveals that the

Al phaServer 2100 system actually contains a three-Ilevel,

hi erarchi cal bus structure. In addition to the PCl and El SA
buses, the Al phaServer 2100 systemincludes a 128-bit

mul ti processi ng system bus, as shown in Figure 1. Each bus is
designed to adhere to its own bus interface protocols at
different data rates. The systembus is 128 bits per 24
nanoseconds (ns); the PCl bus is 32 bits per 30 ns; and the EI SA
bus is 32 bits per 120 ns. Each bus is required to provide a
particular function to the systemand is positioned in the bus
hi erarchy to maxinize that efficiency. For exanple, the system
bus is positioned close to the CPUs and nenory to mexinm ze CPU
menory access tinme, and the | ower performance |1/O devices are

pl aced on the ElI SA bus because their timng requirenents are |ess
critical. To maintain maxi num bus efficiency on all three buses,
it is critical that each bus be able to performits various
functi ons autononously of each other. In other words, a slower
perform ng bus should not affect the efficiency of a

hi gh- performance bus. The section bel ow di scusses a few

techni ques that we designed into the I1/0O subsystemto enable the
buses to work together efficiently.

USI NG THE BUS HI ERARCHY EFFI Cl ENTLY

This section discusses the data rate isolation, disconnected
transaction, data buffer managenent, and data bursting techniques
used to ensure bus efficiency in the |I/O subsystem



Data Rate |sol ation

The three-level bus hierarchy pronotes data rate isolation and
concurrency for sinmultaneous operations on all three buses. The
desi gn of the bus bridges helps to enable each bus to work

i ndependently: it provides bus interfaces with extensive data
buffering that function at the sanme data rates as the interfacing
bus. For exanple, the T2 bridge chip contains both a system bus
interface and a PCl bus interface that run synchronously to their
respective buses, but are totally asynchronous to each other. The
data buffers inside the T2 bridge chip act as a dommi n connect or
fromone bus tinme zone to the other and help to isolate the data
rates of the two buses.

Di sconnect ed Transactions

Whenever possible, the bridges promote the use of di sconnected
(or pended) protocols to nove data across the buses. Disconnected
protocol s decrease the interdependenci es between the different
buses. For exanple, when a CPU residing on the system bus needs
to nmove data to the PClI bus, the CPU does so by sending its data
onto the systembus. Here the T2 bridge chip (see Figure 2)
stores the data into its internal data buffers at the system bus
data rate. The T2 bridge chip provides enough buffering to store
an entire CPU transaction. Fromthe CPU s perspective, the
transaction is conpleted as soon as the T2 bridge chip accepts
its data. At that point, the T2 bridge chip nust forward the data
to the PCl bus, independent of the CPU. In this way, the CPU is
not required to waste bus bandwi dth by waiting for the transfer
to complete to its final destination on the PCl bus.

[Figure 2 (Block Diagramof the T2 Bridge Chip) is not avail able
in ASCII format.]

The T2 bridge chip inplenments disconnected transactions for al
CPU-to- PCl transactions and nost PCl-to-menory transactions. In a
simlar fashion, the PCl-to-ElISA bridge inplenents di sconnected
transacti ons between the PClI bus and the EI SA bus.

Dat a Buf fer Managenent

In addition to containing tenporary data buffering to store data
on its journey frombus to bus, each bridge chip utilizes buffer
managenment to allocate and deall ocate its internal data buffers

fromone incomng data streamto another. In this way, a single

ASI C bridge design can efficiently service multiple data streans
with a relatively small anount of data buffering and wi thout

i mpacti ng bus performance.

The T2 bridge chip contains 160 bytes of tenporary data buffering
di vi ded across the three specific bus transactions it perfornms.



These three transactions are (1) direct nmenory access (DWVA)
wites fromPCl to nenory (system bus), (2) DMA reads from nmenory
(system bus) to PCl, and 3) progranmmed |/O (system bus)
reads/wites by a CPU fromto the PCI. The T2 bridge chip's data
buffering is organized into five 32-byte buffers. Two 32-byte
buffers each are allocated to the DVA wite and DVA read
functions, and one 32-byte buffer is allocated to the progranmed
I/ O function. Each of the three transaction functions contains
its own buffer nmanagenent logic to determ ne the best use of its
avail abl e data buffering. Buffer managenent is especially
valuable in situations in which a PCl device is reading data from
menory on the system bus. To maintain an even flow of data from
bus to bus, the buffer managenment inside the T2 bridge chip
attenpts to prefetch nore read data fromnmenory while it is
novi ng data onto the PCl

Buf f er managenent hel ps the bridges service bus transactions in a
way that pronotes continuous data flow that, in turn, pronotes
bus efficiency.

Burst Transactions

Using a bus efficiently also means utilizing as much of the bus
bandwi dt h as possible for "useful" data novenent. Useful data
nmovenent is defined as that section of tinme when only the actua
data is nmoving on the bus, devoid of address or protocol cycles.
Maxi m zi ng useful data novenment can be acconplished by sending
many data beats (data per cycle) per single transfer tine.
Sending nmultiple data beats per single transfer is referred to as
a "burst transaction."

All three buses have the ability to perform burst transactions.
The system bus can burst as much as 32 bytes of data per
transaction, and the PCl and El SA buses can burst continuously as
required.

Dat a bursting pronotes bus efficiency and very high data rates.
Each bus bridge in the server is required to support data
bursting.

THE BUS BRI DGES

In the previous section, we discussed certain design techniques
used to pronote efficiency within the server's hierarchical bus
structure. The section that follows describes the bus bridges in
nore detail, enphasizing a few interesting features.

The T2 Bridge Chip

The T2 bridge chip is a specially designed ASIC that provides
bri dge functionality between the server's nultiprocessing system



bus and the primary PCl bus. (See Figures 1 and 2.) The T2 ASIC
is a 5.0-volt chip designed in conmpl ementary netal -oxi de

sem conductor (CMOS) technology. It is packaged in a 299-pin
ceramic pin grid array (CPGA).

As stated earlier, the T2 bridge chip contains a 128-bit system
bus interface running at 24 ns and a 32-bit PCl interface running
at 30 ns. By using these two interfaces and data buffering, the
T2 bridge chip translates bus protocols in both directions and
noves data on both buses, thereby providing the I ogical system
bus-to-PCl interface (bridge). In addition to the previously
menti oned bridge features, the T2 bridge chip integrates system
functions such as parity protection, error reporting, and
CPU-t 0- PClI address and data napping, which is discussed later in
the section Connecting the Al pha CPU to the PCl and El SA Buses.

The T2 bridge chip contains a sophisticated DVA control | er
capabl e of servicing three separate PCI masters sinmultaneously.
The DMA controller supports different-size data bursting (e.qg.
single, multiple, or continuous) and two ki nds of DMA transfers,
di rect nmapped and scatter/gather mapped. Both DMA mappi ngs al | ow
the T2 bridge chip to transfer |arge amunts of data between the
PCl bus and the system bus, independent of the CPU

Di rect-mpped DMAs use the address generated by the PCl to access
the system bus nmenory directly. Scatter/gather-nmapped DMAs use
the address generated by the PCl to access a table of page franme
nunbers (PFNs) in the system bus nmenory. By using the PFNs from
the table, the T2 bridge chip generates a new address to access
the data. To enhance the performance of scatter/gather-nmpped
DMAs, the T2 bridge chip contains a translation | ook-aside buffer
(TLB) that contains eight of the nost recently used PFNs fromthe
table. By storing the PFNs in the TLB, the T2 bridge chip does
not have to access the table in system bus nmenory every tine it
requires a new PFN. The TLB i nproves scatter/gather-nmapped DVA
performance and conserves bus bandw dth. Each entry in the TLB
can be individually invalidated as required by software.

The T2 bridge chip also contains a single |I/O data nmover that
enables a CPU on the systembus to initiate data transfers with a
device on the PCl bus. The I/ O data nmover supports accesses to
all the valid PCl address spaces, including PCl 1/0O space, PCl
menory space, and PCl configuration space. The T2 bridge chip
supports two |/ O transaction types when accessing PCl nmenory
space: sparse-type data transfers and dense-type data transfers.
Sparse-type transfers are | ow performance operati ons consisting
of 8-, 16-, 24-, 32-, and 64-bit data transactions. Dense-type
transfers are high-performnce operations consisting of 32-bit

t hrough 32-byte data transactions. Dense-type transfers are
especi ally useful when accessing |I/O devices with |large data
buffers, such as video graphics adapter (VGA) controllers. A
single PCl device nmapped into PCl nmenory space can be accessed
with either sparse-type operations, dense-type operations, or
bot h.



In addition to accessing the PCI, a CPU can access various T2
bridge chip internal control/status registers (CSRs) for setup
and status purposes. For meximum flexibility, all the T2 bridge
chip's functions are CSR programmable, allowi ng for a variety of
optional features. All CPUI/O transfers, other than those to T2
bri dge chip CSRs, are forwarded to the PCl bus.

Intel PCl-to-ElISA Bridge Chip Set

The Intel PCl-to-ElISA bridge chip set provides the bridge between
the PCl bus and the EISA bus.[3] It integrates many of the common
I/O functions found in today's El SA-based PCs. The chip set

i ncorporates the logic for a PCl interface running at a clock
rate of 30 ns and an EISA interface running at a clock rate of
120 ns. The chip set contains a DVMA controller that supports
direct- and scatter/gather-mapped data transfers, with a
sufficient anount of data buffering to isolate the PCl bus from
the EI SA bus. The chip set also includes PCl and ElI SA arbiters
and various other support control |ogic that provide decode for
peri pheral devices such as the flash read-only nmenories (ROWs)
containing the basic I1/0 system (BIOS) code, real-tinme clock
keyboar d/ nouse controller, floppy controller, tw serial ports,
one parallel port, and hard disk drive. In the Al phaServer 2100
system the PCl-to-ElISA bridge chip set resides on the standard

I /O nodul e, which is discussed later in this paper

CONNECTI NG THE ALPHA CPU TO THE PClI AND EI SA BUSES

In the next section, we discuss several interesting design
chal l enges that we encountered as we attenpted to connect
PC-oriented bus structures to a high-powered rultiprocessing
Al pha chassi s.

Address and Data Mappi ng

VWen a CPU initiates a data transfer to a device on the PCl bus,
the T2 bridge chip nmust first deternmine the |ocation (address)
and anount of data (mask) information for the requested
transaction and then generate the appropriate PCl bus cycle. This
i ssue is not straightforward because the PCl and El SA buses both
support data transfers down to the byte granularity, but the

Al pha CPU and the system bus provide masking granularity only
down to 32 bits of data.

To generate | ess than 32-bit addresses and byte-masked data
transactions on the PCl bus, the T2 bridge chip needed to

i mpl ement a speci al decodi ng scheme that converts an Al pha
CPU-to-1/O transaction, as it appears on the systembus, to a
correctly sized PCI transaction. Tables 1 and 2 give the

| ow- order Al pha address bits and Al pha 32-bit nask fields and



show how they are encoded to generate the appropriate PCl address
and data nmasks. By using this encoding schene, the Al pha CPU can
performread and wite transactions to a PCl device nmapped in
either PCI 1/0 PClI nenory, or PCl configuration space with
sparse-type transfers. (Sparse-type transfer sizes have 8-, 16-,
24-, 32-, or 64-bit data granularity.)

Table 1 CPU-to-PCl Read Size Encoding

Transacti on EV_Addr EV_Addr |nstruc- PCl PCI _AD Data Returned
Si ze [ 6:5] [4:3] tions Byt e [1:0] to Processor,
Enabl es EV_Dat a[ 127: 0]
(L)
8 bits 00 00 LDL 1110 00 OW 0: [ D7: DO]
01 00 LDL 1101 01 OW 0: [ D15: D8]
10 00 LDL 1011 10 OW 0: [ D23: D16]
11 00 LDL 0111 11 OW 0: [ D31: D24]
16 bits 00 01 LDL 1100 00 OW 0: [ D79: D64]
01 01 LDL 1001 01 OW 0: [ D87: D72]
10 01 LDL 0011 10 OW 0: [ D95: D80]
24 bits 00 10 LDL 1000 00 OW 1: [ D23: DO]
01 10 LDL 0001 01 OW 1: [ D31: D8]
32 bits 00 11 LDL 0000 00 OW 1: [ D95: D64]
64 bits 11 11 LDQ 0000 00 OW 1: [ D95: D64]

0000 OW 1: [ D127: D96]



Table 2 CPU-to-PCI Wite Size Encoding

Transac- EV_Addr EV_Addr EV_Mask Instruc- PCl PCI _AD Data Returned

tion Size [6:5] [4: 3] [7:0] tions Byte [1:0] to Processor
(H) Enab- EV_Dat a[ 127: 0]
| es
(L)
8 bits 00 00 00000001 LDL 1110 00 OW 0: [ D7: DO]
01 00 00000001 LDL 1101 01 OW 0: [ D15: D8]
10 00 00000001 LDL 1011 10 OW 0: [ D23: D16]
11 00 00000001 LDL 0111 11 OW 0: [ D31: D24]
16 bits 00 01 00000100 LDL 1100 00 OW 0: [ D79: D64]
01 01 00000100 LDL 1001 01 OW 0: [ D87: D72]
10 01 00000100 LDL 0011 10 OW 0: [ D95: D80]
24 bits 00 10 00010000 LDL 1000 00 OW 1: [ D23: DO]
01 10 00010000 LDL 0001 01 OW 1: [ D31: D8]
32 bits 00 11 01000000 LDL 0000 00 OW 1: [ D95: D64]
64 bits 11 11 11000000 LDQ 0000 00 OW 1: [ D95: D64]
0000 OW 1: [ D127: D96]

Anot her mappi ng probl em exi sts when a PCl device wants to nove a
byte of data (or anything smaller than 32 bytes of data) into the
system bus nmenory. Neither the system bus nor its nenory supports
byte granularity data transfers. Therefore, the T2 bridge chip
nmust performa read-nodify-wite operation to nove |ess than 32
bytes of data into the system bus nenory. During the

read-nodi fy-wite operation, the T2 bridge chip first reads a
full 32 bytes of data from nenory at the address range specified
by the PCl device.[2] It then nerges the old data (read data)
with the new data (PCl wite data) and wites the full 32 bytes
back into menory.

| SA Fi xed- address Mappi ng

We encountered a third interesting mappi ng probl em when we

deci ded to support certain | SA devices with fixed I/ O addresses
in the Al phaServer 2100 system These | SA devices (e.g., |SA

| ocal area network (LAN) card or an I SA frame buffer) have fixed
(hardwi red) menory-nmapped |1/O addresses in the 1-MB to 16-MB



addr ess range.

The | SA devi ces being discussed were designed for use in the
first PCs, which contained less than 1 MB of nmain nmenmory. In
these PCs, the 1/0O devices had fixed access addresses above nmin
menory in the 1-MB to 16- MB address range. Today's PCs have
significantly nore physical nmenory and use the 1-MB to 16-MB
region as a part of main nmenory. Unfortunately, these | SA devices
were never redesigned to acconmodate this change. Therefore, to
support these | SA options, the PC designers created |I/O access
gaps in main nmenory in the 1-MB to 16- MB address range. Wth this
technol ogy, an access by a CPU in that address range is
automatically forwarded to the | SA devi ce.

To remain conpatible with the I SA community, the T2 bridge chip
also had to allow for a gap in main nenory at the 1-MB to 16-MB
address range so that these addresses could be forwarded to the
appropriate | SA devi ce.

Bl OS CACHI NG COWPATI BI LI TY

Today's M crosoft-conpatible PCs provide another
per f or mance- enhanci ng mechani sm W decided to inplenment this
function inside the T2 bridge chip as well

During systeminitialization, Ms DOS-based PCs read several BIOS
ROMs fromtheir |1/0O space. Once the ROVs are read, their contents
are placed in fixed locations in main menmory in the 512-Kkil obyte
(KB) to 1-MB address range. The software then has the ability to
mark certain addresses within this range as read cacheable, wite
cacheabl e, read noncacheable, or wite noncacheable. The basic
intention is to mark frequently accessed sections of code as read
cacheabl e but wite noncacheable. In this way, read accesses
"hit" in main menmory (or cache), and wites update the ROVs
directly.

| NTERRUPT MECHANI SM

No conputer system would be conplete wi thout providing a

mechani smfor an 1/0O device to send interrupts to a CPU. The 1/0
i nterrupt schenme on the Al phaServer 2100 system conbines famliar
technol ogy with custom support logic to provide a new nechani sm

El ectrical and architectural restrictions prohibited the
interrupt control logic frombeing directly accessed by either
the system bus or the PCl bus. As a result, the interrupt contro
logic is physically located on a utility bus called the XBUS. The
XBUS is an 8-bit slave | SA bus placed nearby the PCI-to-ElSA

bri dge chi ps.

The base technology of the I/Ointerrupt logic is a cascaded
sequence of Intel 8259 interrupt controllers. The 8259 chip was



chosen because it is a standard, accepted, and well-known
controller used by the PC industry today. The use of the 8259
interrupt controller translated to | ow design risk as well

Al t hough the 8259 interrupt controller is not new, its
integration into a high-performnce nultiprocessing server,

Wi t hout incurring undue performance degradation, required sone
novel thinking.

The integration of the 8259 interrupt controller into the

Al phaServer 2100 system presented two consi derabl e probl ens.
First, the designers had to satisfy the 8259 interface
requirenents in a way that would have a mninal inmpact on the
performance of the interrupt-servicing CPU The 8259 requires two
consecutive special -acknow edge cycles before it will present the
interrupt vector. To resolve this problem we designhed a set of
handshaki ng | ACK progranmmabl e array |ogic (PAL) devices. These
PALs enhance the functions of the 8259 controllers as XBUS

sl aves. The interrupt-servicing CPU perfornms only a single read
to a designhated address that is decoded to the XBUS. The

| ACK-control PALs decode this read and then generate the special
doubl e- acknow edge cycles required to access the vector. The PAL
| ogic al so deasserts CHRDY, a ready signal to the |ISA bus, so
that the cycle has anple tine to proceed wi thout causing a
conformance error for a standard | SA slave cycle. Wen the double
acknowl edge is conplete and the vector is guaranteed to be driven
on the bus, the PALs assert the CHRDY ready signal

The second probleminvolved the |ocation of the interrupt
controller. As nentioned earlier, because of electrical and
architectural restrictions, the interrupt controller was | ocated
on the XBUS near the PCl-to-ElISA bridge chips. Wth the interrupt
controller located on the XBUS, an interrupt-servicing CPU is
required to performa vector read that spans two |/ O bus
structures. For this reason and its potential effect on system
performance, vector reads had to be kept to a mnimm which is
not easy in a systemthat allows nore than one CPU to service a
pendi ng i nterrupt request.

Since the Al phaServer 2100 system can have as many as four CPUs,
all four CPUs can attenpt to service the sane pending interrupt
request at the sane time. Wthout special provisions, each CPU
woul d performa vector read of the interrupt controller only to
find that the interrupt has already been serviced by another CPU
Requiring each CPU to performa vector read of the interrupt
controller on the XBUS wastes system resources, especially when
each vector read spans two bus structures. O course, this
probl em coul d be resol ved by assigning only one CPU to service
pendi ng i nterrupts, but this would negate the advantage of having
multiple CPUs in a system To solve this problem the T2 bridge
chip on the system bus inplenents special "passive-rel ease" |ogic
that inforns a CPU at the earliest possible tinme that the pending
interrupt is being serviced by another CPU. This allows the

"rel eased" CPU to resune other, nore inportant tasks.



The term passive release typically refers to a vector code given
to an interrupt-servicing CPU during a vector read operation. The
passi ve-rel ease code informs the CPU that no nore interrupts are
pendi ng. The special passive-release logic allows the T2 bridge
chip to return the passive-release code to a servicing CPU on
behal f of the interrupt controller. The T2 bridge chip perforns
this function to save time and bus bandw dt h.

After the designers inplenented all the features described above,
they needed to address the problem of how to deal with all the
slow, highly volatile, "off-the-shelf" parts. To integrate these
conmponents into the I/O subsystem they invented the standard I/O
nodul e.

THE STANDARD |/ O MODULE

As part of the devel opment effort of the I/0O subsystem the

engi neering team faced the challenge of integrating severa

i nexpensi ve, |ow performance, off-the-shelf, PC-oriented I/O
functions (e.g., TOY clock, keyboard, nouse, speaker) into a

hi gh- performance Al pha nultiprocessi ng system without affecting
the higher perform ng architectural resources. The multilevel 1/0
bus structure served to alleviate the performance issues, but the
devel opnent of a PC-style 1/0O subsystemw th off-the-shelf
conmponents involved inherent risk and chal |l enge.

To reduce the risks inherent with using new and unfam i ar

devi ces, such as the PCl-to-ElISA bridge chip set, we chose to
build an I/O nodule (called the standard I/ O nmodul e) that plugs
into the Al phaServer 2100 system backpl ane and contains the

PCl -t o- El SA bridge, associated control logic, controllers for
nmouse, keyboard, printer, and fl oppy drive as well as the

i ntegral Ethernet and SCSI controllers. Wthout this plug-in
nodul e, fixing any problens with the PCl-to-ElISA bridge chip set
or any of the supporting logic woul d have required a backpl ane
upgrade, which is a costly and tinme-consum ng effort.

The standard I/O nmodule is relatively small, inexpensive both to
manuf acture and to nodify, and easily accessible as a field
repl aceable unit (FRU). As shown in Figure 3, the standard I/O
nodul e contains the follow ng | ogic:

o] PCl -t o- Et hernet controller chip

o] PCl -t 0-SCSI controller chip

o] PCl -t o- ElI SA bridge chips

o] Real -ti nme cl ock speaker contro

o] 8- KB, nonvol atile, EISA-configuration, random access
menory ( RAM



o] 1-MB BIOS fl ash ROM

o] Keyboard and nouse contro

o] Paral | el port

o] FDC fl oppy controller

o] Two serial ports

o] | **2C support: controller, expander, and ROM
o] Intel 8259 interrupt controllers
o] Et her net station address ROM

o] Reset and sysevent |ogic

o] Fan speed nonitor

o] Renpot e fault nmanagenent connector
o] External PClI subarbiter

o] 3.3-volt and --5.0-volt generation
[Figure 3 (The Standard I/ O Mbdule) is not avail able in ASCI
format. ]

For the nmost part, all these functions were generated by using

i ntegrated, off-the-shelf conponents at conmodity pricing.

Sol uti ons known to work on other products were used as often as
possi bl e. The flash nmenory resides on the El SA nenory bus and is
controlled by the PCl-to-ElI SA bridge chip. A sinple multiplexing
schenme with minimal hardware enabl ed the server to address nore
| ocations than the bridge chip allowed, as rmuch as a full 1 MB of
BI OS ROM The National PC87312, which provides the serial and
parallel port control logic, and the floppy disk controller
reside directly on the | SA bus. The rest of the devices are

| ocated on the XBUS (an 8-bit buffered slave | SA bus), with
control managed by the PCl-to-ElISA bridge chips.

In addition, the comon PC functions are |ocated at typical PC
addresses to ease their integration and access by software. As
expect ed, hardware changes were required to the standard 1/0O
nodul e during its hardware devel opnent cycle. However, the
standard 1/ O nodul e, which takes only minutes to replace,

provi ded an easy and efficient method of integrating hardware
changes into the Al phaServer 2100 system W expect the

useful ness of the standard 1/O nodule to continue and hope that
it will provide an easy and inexpensive repair process.

SUMVARY

The I/ O subsystem on the Al phaServer 2100 system contains a



two-1 evel hierarchical bus structure consisting of a

hi gh- performance PClI bus connected to a secondary ElI SA bus. The
PCl bus is connected to the Al phaServer 2100 systenis

nmul ti processi ng system bus through the T2 bridge chip. The
secondary /O bus is connected to the PCl bus through a standard
bri dge chip set. The 1/0O subsystem denonstrated sufficient
flexibility to become the I/Ointerface for the small pedesta

Al phaServer 2000 and the racknountabl e version of the Al phaServer
2100 products.
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