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ABSTRACT

A hi gh-performance ASIC has been devel oped to serve as the
interface for the 10-ns bus in the new Al phaServer 8000 series
server systens fromDigital. The CMOS standard-cell alternative
(CSALT) technol ogy provides a tining-driven |ayout nethodol ogy
together with a correct-by-constructi on approach for managi ng the
conpl ex devi ce physics issues associated with state-of-the-art
CMOS processes. The timng-driven [ayout is coupled with an

aut omat ed standard-cel |l design approach to bring the conplete
desi gn process directly to the |ogic designer

| NTRODUCTI ON

Today, high-performance mi croprocessors designed with

conpl ement ary net al - oxi de seni conductor (CMOS) processes are much
nore demandi ng on the support logic used to interface themto the
rest of the system M croprocessors, like Digital Sem conductor's
Al pha 21164 chip, are extending the external logic cycle tines to
the point where customintegrated circuits are necessary to
realize the full performance potential. The CMOS standard-cel
alternative (CSALT) technol ogy devel oped at Digital satisfies

t hese hi gh-performance needs without resorting to a conpl ex,
cust om desi gn process.

CSALT technol ogy provides a tining-driven |ayout nethodol ogy
together with a correct-by-constructi on approach for managi ng the
conpl ex devi ce physics issues associated with state-of-the-art
CMOS processes. The timng-driven [ayout is coupled with an

aut omat ed standard-cel |l design approach to bring the conplete
design process directly to the |logic designer. Using CSALT, l|logic
desi gners can take their application-specific integrated circuit
(ASI C) designs froma concept on their desktops to a conpleted

| ayout that is ready for fabrication.

Ot her desi gn approaches address portions of the process, but the
CSALT tool suite is conplete and automated. Many ASI C vendors
transfer the logic designs to a different set of engineers, using
different tools and skills, to conplete the physica

i mpl ement ati on before post-layout timng analysis can take place.
Any probl ens encountered after the layout tend to result in the
design being returned to the |ogic designers. The artificia
boundary erected between | ogic designers and |ayout inplenenters
can result in delays. In conplex designs, multiple iterations may



be necessary before the design converges into an acceptabl e

sol ution. This convergence process becones nore conplicated with
the introduction of synthesized |ogic, because the process is
extended to include the synthesis tools.

CSALT's tim ng-driven nethodol ogy elimnates the need for the
many chip | ayout specialists and ASIC vendor experts who normally
conplete a nmultichip project. In addition, the tim ng-driven

nmet hodol ogy elimnates the need for the traditional chip

fl oorpl anning step in which the designer nmaps the |ogical design
onto the physical chip architecture. The floorplanning step often
beconmes a critical and time-consunming effort when the design is
bei ng optim zed for perfornmance.

The automated and batch-driven CSALT net hodol ogy can turn a
logically conplete design into a working, timing-correct chip

| ayout within three conmpute-intensive days. Previous platform
devel opnent projects used industry-standard ASI Cs, nanua

| ayouts, and hundreds of manual cell placenents to neet the tight
design tinmng requirenments within their high-perfornmance ASICs.
These nethods typically added months to the | ayout phase of these
projects. CSALT s timng-driven |ayout was specifically devel oped
to address these high-performance requirenents and to make the
conpl ete design process available to |ogic designers.

Thi s paper discusses sone inplenentation pieces of CSALT

t echnol ogy and enphasi zes the unique tim ng-driven approach and
results. It explains the goals that were established for CSALT
devel opnent as well as several features of the physica

technol ogy. The paper concludes with a discussion of the |ayout
process operations and the process controller.

THE NEED FOR CSALT

During the technol ogy eval uati on phase of the Al phaServer

8000 series platform various ASIC technol ogy vendors were

eval uated and conpared agai nst the aggressive performance needs
dermanded by the platform s designs and the custom zation that was
necessary within these technol ogies to neet system bus timng
Based on the experience of devel opi ng designs for the previous

pl at f orm generation and due to the antici pated nonths of
iterative and interactive manual place and route necessary to
nmeet timng, it becanme clear that technology was a high-risk item
to the program Requirenments for the Al phaServer 8000 series
systens exceeded the performance capabilities of existing ASIC
technol ogi es and the available CAD tools. In addition, access to
the internal silicon structure of the ASICs was required to
custoni ze bus interface drivers. The risk and cost of devel oping
these capabilities through working with ASIC vendors woul d have
added nont hs of val uable schedule time to the program

As a result, the decision was made to focus the effort on CSALT
technol ogy and to nove it fromits advanced devel opnent stage to



a production-quality one. Gven the selection criteria that were
enphasi zed, a set of goals was established for the CSALT
devel opnent :

o] I ncorporate an integrated tim ng-constrained driven
pl acement .

o] | mpl ement technology in a 3.3-volt (V) stable CMOS
process.

o] Eli minate chip floorplanning and let timng constraints
drive the placenent.

0] Eli mi nate manual interaction in the tools to reduce
design tine and defects.

o] Devel op very conservative layout rules to elimnate the
need for cross talk and el ectromigration anal ysis.

o] Aut onat e the devel opnent and characterization of cel
el enents including thorough checking.

o] Deliver nmore robust and accurate prediction of chip
performance through integrated SPICE sinulation and
expanded cell library perfornmance tables.[1]

o] Use proven algorithns and software whenever possible.

OVERVI EW AND DESCRI PTI ON

The front-end | ogic design and verification process is based on
the ASIC standard tools for gate array design that include
schematics capture, tinmng and logic verification, pre-Ilayout
del ay estimation, and post-1layout delay feedback and anal ysis.
The performance data for the library elenments is housed in | ookup
tabl es that have nmultiple slope/intercept data entries based on
output drive loading as well as input edge rate delay correction
factors. Unique delays are calculated for each cell instance.
CSALT supports a | ow skew bal anced cl ock distribution net.

The back-end | ayout tools for CSALT include several internally
generated tools as well as research tools from acadeni a. The
heart of the place-and-route process is TinberWwlf fromthe

Uni versity of Washington.[2] One of the inportant features of the
Ti mberWl f tools is their ability to be constraint-driven. These
constraints are automatically generated fromthe tining
verification step and then passed to the Ti nberWlf tools.

Ti mberWsl f prioritizes these critical path nets during the

pl acenent process in an attenpt to neet the timng requirenents.
Constraints can al so be manually generated through a separate
user-generated file that feeds into the process. Once paraneter
files and constraint files are established, the place-and-route
process proceeds in a conpletely autonmated and batch-driven



mechanismall the way to a conpletely verified design layout file
(DLF). The speed of the process execution is |inmted only by the
bat ch queues avail able and the performance of the underlying
processor type.

The silicon fabrication process relies on Digital Sem conductor's
CMOS |ine. Al the physical design and process fabrication rules
are built into the layout tools and driven through the paraneter
files specified at start-up. CSALT has built-in
correct-by-construction custom design rul es that guarantee al
aspects of the automated | ayout to be free fromany design rule
violation. The tools account for all aspects of the physica

desi gn, such as electromigration rules, coupling capacitance
effects on timng, as well as analysis of any electrical hot
spots resulting from excessive logic switching in a dense

| ocal i zed area

PHYSI CAL TECHNOLOGY

The ASIC designs targeted for this technol ogy needed to neet the
physi cal, electrical, and thermal requirenments of the Al phaServer
8000 series platform The system functions that the ASIC designs
satisfy belong to three classes:

o] Class 1 -- Interface between the system bus and the CPU
0] Class 2 -- Interface between the CPU and the local 1/0
0] Class 3 -- Interface between the local 1/0 and the

Peri pheral Conponent |nterconnect (PCl)

An enhanced ASI C design style was used to reduce the tinme to

mar ket and to mnim ze design and verification resources. The
enhancenents to the conventional ASIC design (such as
timng-driven | ayout and automated incorporation of SPICE del ays)
significantly inproved ease of design for high-performance,

100- regahertz (MHz) very large-scale integration (VLSI) chips.[1]

Several features of the CSALT physical technol ogy and their
advant ages are di scussed in the follow ng sections.

Low skew Cl ock Di stribution

There is one | ow skew, single-phase clock net distribution
available to the user. This is inplemented through three stages.
First, the buffered input clock receiver drives two high-power
cells located on opposite sides of the chip. In the second stage,
the high-power cells drive a central trunk that bisects the die
and delivers the clock signhals to each half row. In the third
stage, separate local clock buffers in each half row are
connected to the central trunk and deliver the clock signals to
all logic elements in that particular half row



Skew in this distributed net is controlled through automatic | oad
bal anci ng on the | ocal clock buffers along each row. Cel
capacitive |l oads are calculated for each row, and appropriate

bal ance cells are added to bring the capacitive loads to a
predefined value. This nethod equalized del ays across the chip
with less than 100 pi coseconds (ps) of skew

Ot her clock distributions, however, are available to the user
These clock nets are distributed through a single high-power cel
driving a nmetal trunk along the chip. Skew within these cl ocks
can be on the order of 300 ps, although this skewis nore
dependent on | oading and cell distribution for each particul ar
desi gn.

5.0-V Conpatible I1/O Cells

CSALT arrays developed in Digital's fourth-generati on CMOS
process are powered by a 3.3-V supply for both I/0O and interna
core. CSALT ASICs can receive but not send 5.0-V I/O The input
receivers for both the bidirectional and the input-only cells
have transistor-transistor logic (TTL) input |levels and can be
used in either a 3.3-V or a 5.0-V signaling environnent. The
CSALT PCl interface cell neets the PClI 5.0-V specification,

Wit hout requiring the external nodul e term nation recommended by
nost ASI C vendors.

Per f ormance-tuned Library El enents

The performance targets for the cell elenments in CSALT were
deternmined froma nunber of sources. First, previous ASIC
designs, library performance, and heuristics were used to
establish a baseline. The heuristics of the nunmber of cell logic
| evel s between two state elenments in the DEC 7000 platform

desi gns were anal yzed. Second, the fourth-generation CMOS silicon
process, electrical interconnect data, and transistor properties
were used to arrive at new scal ed esti mates based on unit | oad,
cell timng, and interconnect delay. Third, cycle tinmes and
system skews of the target platformwere used to determ ne a new
estimate of the levels of logic that can be placed between two
state el ements. The anal yses resulted in the generation of
basel i ne perfornmance targets that were used in the design of an
ASIC library tuned to cycle 100K gates at 100 MHz.

DELAY CALCULATI ON
CSALT post-layout timng analysis and net delay generation are
based on conservative approxi mati ons and consi st of six

uncorrel ated, additive conponents:

1. Intrinsic gate delay (also referred to as intercept)



2. Effect of lunped total net capacitance on del ay
3. Effect of input edge rate on del ay

4. Setup/hold tine

5. Effect of input edge rate on setup tine

6. Wre transit del ay

The first five conponents are derived for each standard-cell type
from | ookup tables created using SPICE sinulation.[1] The sixth
conponent, wire transit delay, is calculated during |ayout for
each net in each CSALT design using a specific nethodol ogy for
boundi ng the sol ution.[3]

Bot h worst-case and best-case anal yses are perforned and are
guaranteed to be nmore conservative than SPICE, because conponents
1, 2, and 6 of delay are neasured in a conservative fashion
Paths that fail this tinmng analysis are then sinmulated with
SPI CE. These paths are automatically extracted fromthe timng
analysis result files and submitted for SPICE sinmulation. The
results of SPICE sinulation are then back-annotated into tining
anal yses, and the design is reanal yzed using SPICE accuracy for
del ays on critical path nets that had failed previously. This
strategy allows us to tinme designs quickly with the accuracy of
SPI CE wher e needed. [ 1]

SPI CE Li brary Characterization

The entire cell tinmng data set and cell performance tables are
generated automatically through a suite of autonmated tools called
SPI CE Library Characterization (SLiC). SLiC s autonmated procedure
wWill create SPICE input files to fully characterize a |ibrary of
CSALT cells, execute SPICE on these files, and post-process the
results into a format readable by the tinmng tools.[1]

For cell delay slopes and intercepts, the SLi C process produces
del ay tables for each input-to-output path conbination through
each library macrocell. This is done by simulating in SPICE with
11 di screte output capacitance values attached to the cel

output. The total range of loads is broken into four w ndows, and
a best-fit line through each wi ndow is determ ned. Each line is
then translated so that all discrete points within the w ndow
fall on or belowthis Iine (for worst-case paraneters) or above
this line (for best-case paraneters). This translation is one
mechani sm for ensuring timng conservatism Figure 1 shows the
CSALT library performance approximation.

[Figure 1 (CSALT Library Performance Approxi mation) is not
available in ASCI| format.]



For edge-rate effect on delay, SLiC neasures output edge rates
for each of the 11 capacitance values attached to each output

cell described above and stores them In addition, SLiC creates
ten sinmulations for each input-to-output path through each
library macrocell to nodel the range of input edge rates that

the macrocell is expected to see. These two sets of data are used
to create (1) a table of delay additives to gate propagation
delay as a function of input edge rate and (2) a table of output
edge rates as a function of gate propagati on delay. These tables
are then used during the timng analysis step

The | ast conponent of delay, wire transit delay, is the only one
not determ ned by SLiC. During |layout, the bounds on the transit
del ay through every net are cal cul ated. These bounds are
generated very quickly and are quite accurate for short and
lightly | oaded nets. For |onger, nore heavily | oaded nets, SLiC
cal cul ates nore conservative bounds.[3] This conservatism
contributes to inaccuracy in path tinmng and is the prinmary
reason why anot her nethodol ogy was devel oped for determ ning nore
accurate delays with SPICE. [ 1]

This alternative nmethodol ogy for cal cul ati ng del ay has been
verified through conparisons of thousands of path delays with
SPICE. In all cases, the timng was found to be conservati ve.

Si xty-five percent of all calculated delays are within 10 percent
of SPICE prediction, and virtually all delays are within 20
percent. This methodol ogy conpl enents the power of the fast
turnaround tinme of static timng analysis tools by nodeling the
del ays nore accurately and closely to SPICE prediction. Large
chi ps can be analyzed in less than one hour and be fully timed in
a few hours if any SPICE sinmulation of |arge nets becones
necessary. [ 1]

CONSTRAI NT GENERATI ON OVERVI EW

After each timng verification run, a report is generated listing
all paths that fail and detailing all nets and primtives within
each of these failing paths. This information is then iteratively
processed through an algorithmto shorten each net in the path
proportionately to its original length in the path, such that it
satisfies the allowable tinme requirenment. First, the all owable
total wire delay in a path is calculated in picoseconds:

[ Production: In the follow ng equation, replace {sun} with the
summation sign and replace -- with the nminus sign.]

W= MaxTinmeLimt -- {sunt CellPrinmtiveDelays -- SetupTine

where Wis the total allowable wire delay for an individua

failing path, MaxTineLimt is the cycle tinme that the failing
path needs to neet, CellPrimtiveDelays is the intrinsic delay
through all the primtives that exist in the failing path, and
SetupTine is the setup tinme required by the state el enent that



ends the failing path.

Then every net in the path is apportioned according to its
contribution in the current (failing) total wre del ay:

(Net Fai | i ngDel ay)
Net NewDel ay = W (--------------- )
(Actual PathWre )

where Net NewDel ay is the allowable delay on a particular net in a
failing path, NetFailingDelay is the actual delay on a net within
a failing path, and Actual PathWre is the total accunulated wire
delay of all nets in the failing path.

Since wires can be shared by nore than one failing path, a change
in the length of a wire in one path will cause other paths that
have the same wire as an elenment to be schedul ed for

recal culation. Awire length may change several tinmes before it
is stable. During recalculation, the snaller wire produced is the
one that will be used. This iteration algorithmcontinues until
no nets are schedul ed for reeval uation, and convergence is

achi eved. The nunber of iterations can be limted if convergence
is not achieved in a tinely manner.

At conpl etion, NetNewDel ays are then converted into wire | engths:

Net NewDel ay -- (Sl opeOfDriver * {sun} GatelLoad)
NetLength = --------------mm i

where NetlLength is the calculated net constraint in unit |ength,

Sl opeOfDriver is the slope of the cell driving the failing net in
unit tinme per capacitance, GatelLoad is the sum capacitance of all
cells tied to that net, and CapUL is the capacitance per unit

I ength for interconnect netal.

Net Length is then conpared to a quench value, and the |arger of
the two is used as the new net constraint feeding back to a new
| ayout. Quench values define the mnimumwi re |l ength that a net
can have, based on the nunmber of pins (fan-out) in that net.

PHYSI CAL DI E ARCHI TECTURE

The CSALT die architecture, as shown in Figure 2, consists of the
foll owi ng sections:

[Figure 2 (CSALT Die Architecture) is not available in ASClI
format. ]

o] I/Ocells -- The outernost region where the I/Ocells are
located is also called the pad ring. Bonding pads are
built into the I/0O cells.



Hi gh- power and decouple cells -- This region of the
array, also called the high-power ring, is filled
predom nantly with decouple cells. This region also
allows for placenent of a |linited nunber of high-power
driver cells designed to drive heavily | oaded nets such
as clock lines and reset |ines.

Core -- This region holds the najority of the logic in
the array inplenmented as standard cells. Al these cells
are the same height but vary in width according to
functional conplexity. Core cells are arranged in rows
nunbered fromthe bottom of the array. The nunber of rows
in the core is a design-dependent variable. The space
between the rows varies fromrow to row and is used for
routi ng channel s.

Generally, power to the core is distributed by cel
abutment on nmetal 3 over the cell rows. Horizontal signa
routing in the core channels takes place on netal 2.
Metal 1 is used for vertical core routing. To route in
the vertical direction, the rows contain feeds. By

desi gn, many standard cells have vertical feeds to
provi de pass through. In addition, a standard feed cel
can be automatically inserted by the |ayout tools when
the demand for feeds is high. 1/O bristles for each of
the core cells are nmade avail able on the top and bottom
of the cells to enhance routability.

Trunk -- The region splitting the core into left and
right halves is referred to as the trunk. The trunk is a
routing region used primarily to route clocks and power
signals down the center of the core. These signals are
then distributed to the left and right sides of the core
on a row by-row basis.

Ring -- Although not indicated in Figure 2, the term
ring refers to the 1/Oring, the mni-npat, and the

hi gh-power ring regions as a group. Even though the
physical size of the ring is fixed, the total dinensions
are deternmined by the package size of the array. The size
of the ring establishes the available area remaining in
the center of the array for the nmopat and the core.

M ni-nmoat -- The nmini-nmoat is the region separating the
I/Oring fromthe high-power ring. The | ayout process
uses this region to route a small nunber of high fan-out
nets that drive cells in the I1/Oring. Layout parameters
control the assignnent of nets to the mini-noat.

Moat -- The npat is a routing region used by the |ayout
tools for attaching the ring to the core. The size of the
noat is determ ned by the anpunt of space that is left
over when the core and trunk are placed and routed. Snall



arrays (low gate counts) result in small cores and | arge
noat areas, and large arrays (high gate counts) result in
| arge cores and snall npat areas. During the |ayout of
large chips, it is possible for the core to beconme so

| arge that not enough npat space remmins to nake all the
necessary routing connections.

Figure 3 is a photonicrograph of a CSALT die for one of the CPU
gate arrays used in the Al phaServer 8000 series server systens.

[ Figure 3 (Photom crograph of a CSALT Die) is not available in
ASClI | format.]

PLACEMENT AND ROUTI NG

The function of the layout tool suite is to provide a fully

pl aced and routed array that meets or exceeds all the design
timng criteria and that satisfies all electrical and physica

| ayout rules required to release the array for mask generation.
Several place-and-route features are discussed in the follow ng
sections.

Constraint-driven Layout System

When an array is submitted to layout, it is acconpanied by a set
of timng constraints. Timng constraints can be thought of as
estimated restrictions, on a per-net basis, for the anpunt of
nmetal |engths allowed to interconnect the net in the |ayout.
These constraints drive the Ti nmberWlf placenment tool and are
ultimately responsible for the placenent of core cells in the
final |ayout. Because a working design nay not be achieved on the
first layout iteration, the overall CSALT nethodol ogy provides
mechani sms for anal yzi ng post-layout timng delays and for
generating a refined set of constraints that can be fed back into
the |l ayout for another pass. The |ayout process is iterated in
this manner until it converges on a |layout solution that neets
the tim ng constraints.

Rout ability

To ensure 100 percent routing, the routing process had to be kept
sinmpl e, which required substantial planning during devel opnent of
the chip architecture described above. As a result, the follow ng
el ements of the architecture were defined: (1) Pins are available
on both the top and the bottom of the cells; (2) Power and cl ock
connections are defined by cell abutnment; and (3) Total routing
of the chip is divided into four areas (the core, the noat, the
ring, and the negacell interface). This plan kept the routing
problenms simlar fromchip to chip, which allowed the routing
tools to focus on particular sol utions.



Qui ck Turnaround Tine

One significant feature of the CSALT | ayout process is that it
can conplete a |l ayout without manual intervention, saving tine
over manual processes. CSALT consistently denmonstrated that the
CAD suite can provide conpleted layouts in three to ten days from
the tine the wirelist enters the |ayout process. An array that
has been in layout for ten days is likely to be one that is
difficult to time and that has required four to six |ayout
iterations to converge.

Cross-tal k Effect I|nclusion

In recent generations of ASIC technol ogies, interconnect neta

wi dt hs and pitches have been shrinking while the clock
frequenci es have been on the rise. This raised some concerns
about on-chip cross-talk effect due to the ability of signals
traveling on one wire to affect the speed of signals traveling on
adj acent or victimwires. In extrene cases, this cross talk can
cause signals to spike on the victimw res. CSALT net hodol ogy
conpensates for such effects on wire delay cal culation, and the
conpensation is integrated into the | ayout process.

The integration is inplenmented by factoring in a coupling

capaci tance extracted from |l ayout and by using a worst-case
signal -swi tching scenario. Conservative factors were chosen after
anal ysis of cross talk on a representative cross section of CSALT
| ayouts, using different routing pitches on signal interconnect
nmetal 2. The goal was to find the right bal ance between neta
pitch, area used, and chip timng. The study resulted in an
optimum pitch definition of 3.75 mcrometers umfor nmetal 2, and
a coupling capacitance multiplier of 2. The core area increase,
fromthat of using the mininmumpitch for nmetal 2 at 2.625 um was
| ess than 10 percent for the |argest design. However, overall die
area increase was negligible due to the designs being

/O ring-limted in nature.

Free of Electronigration

When the current density in the alum numinterconnect used in
today's high-density CMOS processes is too high, a detrinenta
physi cal phenonmenon occurs. This phenonmenon causes neta
reliability problens in which netal nolecules slowy mgrate,
resulting in open/short circuits inside ASICs. To elimnate the
need for a |long and manual |y tedi ous process of |ooking for these
probl ems after |ayout, the CSALT strategy is to avoid

el ectromigration problens during |ayout through analysis and

i mpl ementation of built-in conservative |ayout disciplines.

Anal ysis of several CSALT arrays resulted in an increase in the
contact capacity and the definition of maxi mumoutput load linmits



for each macrocell. The linmt set was a maxi mum of 130 unit | oads
(7.8 picofarads [pF]) switching at maxi mum frequency (100 MHz).
In addition to that limt being available to designers during the
desi gn phase for proper fan-out inplenmentation, the tools
automatically flag all nets that exceed the limt.

A nunber of other features are designed into the CSALT process to
guarantee that layouts are free fromel ectromigration problens:

o] Li brary data tables are used to dynam cally assign neta
wi dt hs and correspondi ng contact sizes according to
driver strengths and | oads. This elininates
el ectronmigration problens for dynamically sized neta
routes such as clock nets and other high fan-out nets.

o] The bul k of the power distribution is achieved by cel
abutnment. Cell power rails are conservatively designed to
handl e the | argest row s current demand.

o] As a final check on correctness, one of the |ayout
process steps incorporates a hot row tool. This too
flags any rows in the core whose cells collectively
exceed a predetermnined current threshold defined by the
handl i ng capability of the power cells in the rows. This
information is used to flag a potential electrom gration
situation in the contact structure, distributing power
fromthe trunk to the row. Wien the row is flagged, the
user manual ly reviews the result files and anal yzes the
row. Qut of 15 separate designs conpleted, not one had to
be changed due to flagged hot rows. This is due to the
extrenely conservative assunption used by the tool -- it
assunes all logic is switching at maxi mum frequency.

Correct-by-constructi on Concept

As it applies to all the critical device issues (for exanple,

el ectromigration, cross talk, hot carrier injection, and

| at chup), acceptance of the concept of a |layout being correct by
construction has dramatically reduced turnaround tine in the

| ayout process by elinnating the need to performthese anal ysis
operations on each array. Wiy does it work for CSALT? It works
because the CSALT | ayout process is very deternministic, and
correctness has been verified on a cross section of arrays. In
the final analysis, all arrays use the sane cells froma

wel | -defined and characterized library. The architecture of the
die is the sanme in all arrays. As a result, variation is likely
to enter the systemonly during the routing process. This process
i ncorporates conservative |ayout rules and checks to avoid and
detect potential failure mechanisns.

CSALT LAYOUT PROCESS



As shown in Figure 4, the |layout process enconpasses five basic
assenbly and check operations: full wirelist preparation,
pad-ring assenbly, core assenbly, chip assenbly, and
verification.

[Figure 4 (CSALT CAD Layout Overview) is not available in ASCI
format. ]

1. During wirelist preparation, the input wirelist is
anal yzed, names are mani pulated to conformto |ayout
nam ng conventions, and the design is partitioned into
pad-ring and core conponents.

2. During pad-ring assenbly, 1/0 and hi gh-power cell /sl ot
assignnments are made accordi ng to bondi ng requirenents.
The ring is then globally routed.

3. During core assenbly, floorplanning for the trunk and any
random access nmenory (RAM devices takes place; tinming
constraints fromseveral sources (pre-layout, user
defined, current |ayout, and previous |layouts) are nerged
into a worst-case set of conposite constraints that are
used by the TinmberWlf tool to place and globally route
the core. Also during this step, the bal anced cl ock
system and scan chain are synthesized and gl obally
routed. The SCAR channel router is then used to route the
standard-cel|l portion of the core. If the design contains
RAMs, they are then placed in their floorplanned
| ocations, globally routed, and finally attached to the
core using the area router, Chanel eon.

4. During chip assenbly, the interfaces between the core,
nmoat, and pad ring are refined. Chaneleon is used to
performfinal routing of the ring and the noat. Thus far
the chip has been conpletely placed and routed using cel
outlines containing only dinmension information, relative
coordi nates of bristles, and bristle nanmes. The ring and
core cell outlines are now replaced with the actual cel
l ayout information fromthe library, and a conplete
design layout file for the chip is produced. As the file
is generated, alignnent block and substrate ring data is
added to nmke the physical representation file ready for
mask set production.

5. The follow ng procedures occur during the verification
phase of the |ayout:

o] Physi cal design rules are checked.
o] A wirelist conparison is perforned to ensure that the
layout file is an exact match to the |ogica

representation of the design.

o] Capacitance information fromthe |layout file is



extracted, and the process proceeds to calculate a
conservative nmetal delay (including conmpensation for
cross talk) for each net in the layout. These
post -1l ayout netal delays are fed back into the timng
verification process. In addition, SPICE is run on
clock nets and other critical nets predefined by the
user, and the delays are nade available for tining
anal yses. [ 1]

The entire process runs automatically and, when possible, steps
are run concurrently. Manual intervention is unnecessary and is
di scouraged; it is used only during tool debugging or specia
custom zati on.

PROCESS CONTROLLER

CSALT's fully automated process controller (PC) ensures optinmm
use of system resources, orchestrates the entire | ayout process,
provi des all necessary data managenent functions, and provi des
the user with a very sinple set of commands for operating an

ot herwi se conpl ex process.

The power of the PCis in its continuous dynani c deconposition of
every layout into parallel batch streanms. The PC runs the entire
| ayout process in batch node, taking full advantage of
opportunities to use multiple processors and run independent
parts of the |ayout process in parallel streams. Because it hides
all the CAD and process conplexity froma user, no previous CAD
or layout skills are required to iterate |ayouts once initia

| ayout paraneters have been established for a given array.

Figure 5 illustrates the flow for the CSALT | ayout process. (A
and B indicate connectivity points.) Each name in the process
flow represents the nane of a single process step. Execution of
the |l ayout process is controlled by a single conmand procedure
cal l ed CSALT place and route (CPR). Although other CPR comuand
line options exist, CPRis nobst often used in its sinplest and
nost powerful form CPR PC. This command causes CPR to invoke the
dynamic PC that will analyze the current relationships of a

| ayout dat abase and begin automatic execution of the |ayout
process fromthe next eligible process step.

[Figure 5 (CSALT CAD Process Flow Diagranm) is not available in
ASClI | format.]

RESULTS AND CONCLUSI ON

CSALT gate array technol ogy was used extensively during the

devel opnent of the Al phaServer 8000 server systens. This design
nmet hodol ogy renoved the product's critical dependency on the

pl ace- and-route portion of the design process. As a result,
timng-correct ASIC | ayouts were produced in fewer than 72 hours.



In addition, the CSALT ASIC | ogi c designers had access to the
proven 3.3-V silicon structures devel oped by Digita

Sem conductor. CSALT's tim ng-driven |ayout approach for

desi gning and i npl ementi ng a hi gh-performance ASI C nade the
Al phaServer 8000 server systens' aggressive 10-nanosecond bus
speed a reality, with mnimmrisk.[4]

Al t hough CSALT's i npl enmentation pieces nmay not be unique, the
approach that was taken to link the set of front-end design tools
with the back-end | ayout has proven to be unique, w th unmatched
results. No ASIC vendor today (January 1995) can provide |logic
designers with the ability to do their own autonated,
timng-correct layouts fromtheir desktops.

In | ess aggressive designs, a |large nunmber of working | ayout

sol utions exist. The number of these solutions starts to shrink
when the technology is nore aggressively used. lterative
timng-driven |ayout efficiently searches through the matrix of
possi bl e solutions to find a worki ng |Iayout. Coupling
timng-driven |ayout with | ogic synthesis can bring us very close
to achieving the "silicon conpiler" goals of automatically
produci ng wor ki ng desi gns from hi gh-1evel |ogic descriptions.
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