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ABSTRACT

The second-generati on KN470 processor nodul e for Al phaServer 2100
systens perforns significantly better than the first-generation
KN460 nmodul e and was designed to be swap-conpatible as an
upgrade. The KN470 processor nodul e derives its performance

i mprovenents fromthe enhanced architecture of Digital's new

Al pha 21164 nicroprocessor, the synchronous design of the
third-1evel cache and systeminterface, the inplenmentation of a
duplicate tag of the third-1evel cache, and the inplenentation of
a wite-invalidate cache coherence protocol for the

mul ti processor system bus. Additional design features such as
read-m ss pipelining, system bus grant parking, hidden coherence
transactions to the duplicate tag, and Al pha 21164 i croprocessor
write transactions to the system bus back-off and replay were
conmbi ned to produce a hi gher performance processor nodule. The
scope of the project required inplenenting functionality in
system conmponents such as the nmenory, the backpl ane, the system
bus arbiter, and the 1/0O bridge, which shipped one year ahead of
the KN470 nodul e.

| NTRODUCTI ON

The second-generati on KN470 processor nodul e for Al phaServer 2100
systens achi eves a hi gher performance than the first-generation
KN460 nmodul e whil e naintaining conmpatibility with the Al phaServer
2100 system environment. This paper describes the processor
nodul e project and the resulting design. Topics discussed are the
el enments that contribute to the conpatibility and to the higher
performance: coherence protocol, system bus protocol, system bus
arbitration, systeminterface and shared data, and cl ocking. Sone
key design trade-offs are descri bed. The paper concludes with a
performance summuary that presents neasured attributes of the

hi gher performance KN470 processor in the context of the

Al phaServer 2100 fanmily.

When the Al phaServer 2100 product famly was being defined in

| ate 1992, the processor nodul e performance-over-tinme roadmap

projected three performance variations based on increasing the
clock rate of the Al pha 21064 nicroprocessor.[1l] These nodul es
were to be conpatible with Digital's md-range multiprocessor

system bus and woul d support enhanced functionality such as



direct-nmapped |/O, up to four nmicroprocessors, an |I/O bridge to
32-bit Peripheral Conponent |Interconnect (PCl) and Extended

I ndustry Standard Architecture (ElI SA) buses, and an |/ O expansi on
option nodule with an I/O bridge to a 64-bit PCl bus.[2] Two
menbers of the DEC 4000 processor design team were assigned to
deliver this first-generation processor nmodule. At this tine,
there was no goal to devel op a second-generation processor

nodul e. Therefore, the remai nder of the team designed the arbiter
chip and the enhancenents required in the processor-nodul e system
interface chips and at the same tine contributed to the Al pha
21164 m croprocessor devel opnent effort.

Goal s for contributions to the Al pha 21164 mi croprocessor

devel opnent effort were partitioned into short- and |longer-term
goals. A short-termgoal was to define a systemfor the new Al pha
m croprocessor.[3] The related | onger-termgoal was to ensure
that the Al pha 21164 m croprocessor could operate in that defined
system An architectural study resulted in a proposal and a
project plan to devel op a second-generation processor nodul e that
extended the performance and | ongevity of the Al phaServer 2100
famly. In addition, the remainder of the team nade requests of
the Al pha 21164 nmicroprocessor teamto incorporate specific

| egacy-rel ated Al phaServer 2100 functions such as support for
32-byte cache bl ocks, control of |/O address space read nerging,
and conpletion of nenory barriers on the Al pha 21164

nm croprocessor. The busi ness managenent team accepted the
proposal and the project plan. The Al pha 21164 m croprocessor
team agreed to support the functionality requests. The design
team staffing was conpleted by March 1993, and detail ed design
wor k began in May 1993. The design teaml s goal was to have a
processor nmodul e ready to accept the Al pha 21164 m croprocessor
for installation when the mcroprocessor first becanme avail abl e.
The team nmet this goal

Since the first- and second-generati on processor nodul es woul d
operate in the sanme enclosure and with the sane power supply, the
size and shape (i.e., formfactor), cooling demands, and power
consunption of the new nodule had to be conpatible with those of
the first-generation nodul e. Because of the presence of an
on-chip, wite-back second-level cache and an esti mated | onger
access tine to that cache fromthe system bus, the Al pha 21164

nm croprocessor architecture adopted an invalidate-on-wite cache
coherence protocol. The Al pha 21064 nicroprocessor supported an
of f-chip, wite-back second-|evel cache that has a faster access
time fromthe systembus. This faster access tinme enabled the

i mpl enmentation of a good-perform ng update-on-wite cache
coherence protocol. Support of these snooping, nultiprocessor
system bus coherence protocols required enhancenments to the
system bus transaction types. This resulted in minor |ogic
changes to the nmenory interface chips and to the 1/0O bridge
chip.[4,5] These changes were defined and i nplenented in tinme for
the first-generation system power-on. Hence, the system
conponents, the I/O bridge chip, the nmenmory nodul es, and the
system bus and backpl ane are conpatible with the first- and



second- generation processors. This basic difference in the system
bus coherence protocols prevented the system from supporting the
coexi stence of the first- and second-generati on processor nodul es
because such a configuration has asynmetric attributes. Al pha
operating system software does not support asymetric

mul ti processing; synmetry is assuned.

Anot her project goal was to nmaintain the Al phaServer 2100
famly's position anmong the industry's |eading high-perfornmance
server systens. This goal was achieved by exploiting the Al pha
21164 m croprocessor's performance through the design of the
processor modul e's third-Ievel cache, by inplenenting a
full-duplicate tag of this cache, and by inplenmenting a
synchronous cl ocki ng schenme. Conbining the processor design
attributes with a pipelined read transaction of a faster

read- access system nenory nodul e enabl ed the teamto achieve the
project's goal of designing a higher performance processor nodul e
and mrultiprocessor system

OVERVI EW OF THE PROCESSOR MODULE

The KN470 processor nodul e provides an operational environnent
for the Al pha 21164 nicroprocessor. This environnment, which is
simlar to that of the first-generati on KN460 processor nodul e
envi ronnent, includes the follow ng:

o] Al pha 21164 mi croprocessor---a superscal ar
superpi pelined inplenentation of the Al pha architecture
with | ow average cycles per instruction because of its
four-instruction issue

0] B-cache---a nodule or third-level wite-back cache

o] Systeminterface---two application-specific integrated
circuit (ASIC) chips that interface the Al pha 21164
nm croprocessor, B-cache, and duplicate tag store to the
syst em bus

o] Duplicate tag store---a tag store of the third-Ieve
write-back cache

o] System bus cl ock repeater that provides system bus
synchronous cl ocks to the nodul e

o] System bus arbiter that determ nes which system bus node
can access the system bus

o] Serial control bus subsystem that includes clock and
reset control circuitry, a mcrocontroller with a seria
interface, serial read-only nenory with power-on firmware
bits, and nonvolatile nmenory for processor configuration
par aneters



Figure 1 shows a block diagram of the KN470 processor nodul e.

[Figure 1 (Block Diagram of the KN470 Processor Module) is not
available in ASCI| format.]

The Al pha 21164 nicroprocessor is organized with an on-chip
8-kilobyte (KB) primary instruction cache and an 8-KB
write-through data cache, which are referred to as first-Ieve
caches. In addition, a 96-KB, second-|evel, three-way,
set-associative write-back cache is inplenmented on the chip

The nmodul e design includes a B-cache or third-1evel cache to
mnimze the mss penalty and to be configurable through the use
of various densities of sinmlarly packaged static random access
menory (RAM) chips. Such a design enabled final product
definition late in the verification process based on static RAM
costs and delivered performance fromthe B-cache. The size of the
B-cache is either 1, 2, 4, 8, or 16 negabytes (MB). Each B-cache
entry stores 32 bytes of data and the associated tag bits and is
called a cache block. To facilitate read-fill data and
victimwite data exchange with the systeminterface, the Al pha
21164 m croprocessor and the systeminterface share the B-cache
data port. The B-cache is controlled by the Al pha 21164

nm croprocessor, which has its second-level cache configured to
operate in 32-byte instead of 64-byte cache bl ock node. This
32-byte node of operation for the second-|evel cache was the npst
conpl ex request made of the Al pha 21164 mi croprocessor design
team However, this design element was required to achi eve the

Al phaServer 2100 conpatibility goal

The systeminterface is a cormmopn boundary between the system bus
the Al pha 21164 nicroprocessor, and the third-1evel cache. The
systeminterface provides the protocol and circuitry for the

Al pha 21164 microprocessor to read or wite devices connected to
the system bus. Conversely, the systeminterface provides the
protocol and circuitry for the processor nodule to respond to
read or wite transactions fromthe system bus. The system
interface conprises two identical bit slices of an ASIC. The

ASI Cs operate as even and odd slices, based on a npode-select pin
on the nodule. The systeminterface selects the operating node of
the arbiter chip. It also encodes the system bus transaction type
as read or wite and then supplies a control signal to the
arbiter chip. The arbiter chip nmust know the present system bus
transaction type to remain synchronized with the system bus
events and to know when to sanple new requests for the system
bus.

The nmodul e nmai ntains a duplicate copy of tag control bits of each
B-cache block in the duplicate tag store. The duplicate tag store
is controlled by the systeminterface and is tinme nultiplexed

bet ween system bus requests and Al pha 21164 nicroprocessor
requests. This ability to pipeline transactions to the duplicate
tag store fromthe Al pha 21164 m croprocessor and the system bus
al l oned the Al pha 21164 m croprocessor's requests to fil



predictable tinme slots in parallel to the system bus
transactions, hidden fromthe systembus. This is called

cycl e-stealing because the coherence transacti ons requested by
the Al pha 21164 nicroprocessor do not require arbitration for or
use of the system bus cycles. Cycle-stealing provided nore usefu
system bus bandwi dth while at the sanme tine reduced the Al pha
21164 m croprocessor |latency for coherence transactions to the
duplicate tag store.

The cl ock repeater chips generate conplenentary netal -oxide

sem conductor (CMOS)--1evel clocks from positive emtter-coupled
| ogic (PECL)--driven backpl ane cl ocks. These CMOS-I|evel clocks
are skew regul ated and distributed to the nodul e' s conponents.
The Al pha 21164 nicroprocessor has digital-lock-loop circuitry,
which aligns the Al pha 21164 nicroprocessor's interface clock to
the reference clocks that run to all other nodul e conponents.
This scheme is basically the synchronous cl ocking schene.

The nodul e i ncludes the system bus arbiter chip. The decision to
| ocate this chip on the processor instead of the backpl ane
stemmed from concerns over conpatibility between the first- and
second- generation processor arbitration algorithms supported by
this chip. The system bus arbiter chip was desi gned and
fabricated for the first-generation processor and included the
functionality of the second-generation processor. The chip design
was conpleted prior to the design of the KN470 processor nodule's
systeminterface. To mnimze the chance of design error, the

t eam performed extensive sinulations to help the project realize
a full-function, second-pass chip for use in the first- and
second- generati on processor nodul es.

The KN470 processor nodul e inplements the system bus reset
control and serial control bus subsystems, with mninor

nodi fications, that were designed for the first-generation
processor nodul e.

CACHE COHERENCE PROTOCOL

To inprove the in-system performnce of the Al pha 21164

m croprocessor and its wite-invalidate cache coherence protocol
the KN470 nodul e inplenents a duplicate tag store of the B-cache.
The Al pha 21164 nicroprocessor has two | evels of on-chip cache
that are maintai ned as a subset of the B-cache. This discussion
assunes that the first- and second-|evel caches remai n coherent
with the B-cache and duplicate tag store. Operations performed by
the Al pha 21164 nicroprocessor and systeminterface maintain the
B-cache and duplicate tag store subset rule for the on-chip
caches. The duplicate tag store and the B-cache each keep three
control bits to maintain coherence with the on-chip caches and
also with system menory and ot her nodul e caches. The three
control bits are called valid (V), shared (S), and dirty (D). A
combi nation of control bits nakes up a state of a cache bl ock
The five possible cache block states are as foll ows:



1. VSD = 000 A cache block is either enpty or renpved from
t he B-cache and hence invalid.

2. VSD = 100 A cache block is the only cached copy in the
system

3. VSD = 101 A cache block is valid, and this copy has
been nodified nore recently than the copy in nmenory.

4. VSD = 110 A valid cache block nmay al so be in another
cache. This processor nust wite or broadcast wite
nodi fications of this block to the system bus

5. VSD = 111 A valid cache block nmay al so be in another
cache, and the copy of this block has been nodified nore
recently than the copy in nmenory.

Cache state transitions are synchroni zed to system bus
transaction cycl es because the systembus is the common point of
coherence and coherence conflict resolution.

When the Al pha 21164 mi croprocessor requests a transaction for a
cache block to be read or filled fromsystem nenory into the
B-cache and on-chip caches, the cache block state is set to VSD =
100 in the duplicate tag store, the B-cache, and the on-chip
caches. The first-level instruction and wite-through data caches
must maintain only a valid bit. The second-1evel wite-back cache
must maintain the VSD bits consistent with the B-cache and the
duplicate tag store.

If an Al pha 21164 microprocessor's read transaction request is of
the type intent-to-nodify, then the cache bl ock state makes a
direct transition to VSD = 101. A block in the valid state of VSD
= 100 will nmake a transition to VSD = 101 when an Al pha 21164

nm croprocessor's request to nodify the cache state has reached

t he point of coherence, i.e., the system bus. However, the
duplicate tag store is nmmintaining coherence with the system bus
so this request nust find a nonconflicting cycle to effect the
state transition. If another processor reads the same bl ock
before this processor's request has reached the point of
coherence, then the cache block state nakes a transition to VSD =
110. In this case, the systeminterface updates the shared state
to VSD = 110 for the read with intent-to-nodify transaction
before the block is nodified. Because the block is shared, this
processor's request to nodify the bl ock nust now al so beconme a
broadcast wite transaction to the system bus. Once the nodified
block is witten to the system bus, the next state transition is
to VSD = 100. The broadcast wite transaction is sonetines
referred to as an unsharing transaction.

Once a cache block state is valid, i.e., VSD = 100, it can be
invalidated or set to the state VSD = 000 fromthe system bus by
anot her processor's read with intent-to-nodify or by a wite



transaction to that block. The Al pha 21164 nicroprocessor does
not allow an update of wite data fromthe system bus but instead
invalidates the block. Invalidation requires the duplicate tag
store, the B-cache, and the on-chip caches to clear their V
state. Inplenentation of systembus wite transacti ons that cause
bl ock invalidation is required to support the cache coherence
protocol of the Al pha 21164 m croprocessor.

By filtering out system bus transactions that do not alter the
coherence states of the Al pha 21164 nicroprocessor, the duplicate
tag store serves to nmininmze the frequency with which the system
bus transactions interrupt the microprocessor operations. Wthout
the duplicate tag store filtering, the Al pha 21164 i croprocessor
woul d have to be interrupted on every system bus transaction,
thus limting the system perfornmance.

SYSTEM BUS PROTOCCL

The KN470 processor nodul e i ncorporates both an enhanced system
bus protocol and a system bus arbiter that mnimzes the
arbitration | atency.

Enhancenent of Transacti ons

For the first-generation Al phaServer 2100 processor, the system
bus protocol is the same as the one inplenmented in the DEC 4000
system This system bus protocol is a snooping bus protocol in
which all bus participants are required to nonitor system bus
transactions and to keep their cached copy of nmenory coherent.
For the second-generation processor, the designers enhanced the
DEC 4000 system bus protocol to support the wite-invalidate
cache coherence protocol of the Al pha 21164 i croprocessor

The DEC 4000 system bus protocol supports four types of
transactions: read, wite, exchange, and no operation. The
exchange transaction perforns a victimwite transaction to one
menory | ocation and a read transacti on of another menory

| ocation. The two transactions are separated by the common | ower
18 bits of address. The exchange transacti on conbi nes read
transactions and victimwite transactions into one transaction
sharing the address cycle of the system bus. The exchange
transaction is used to evict nodified cache bl ocks fromthe
caches back to systemnenory to allow a replacenent block with a
different tag to be all ocated.

To support the second-generation processor's wite-invalidate
coherence protocol, transactions were added to the
first-generation system bus protocol. These added transactions
were needed to signal other processors and the |/O bridge chip to
i nvalidate a bl ock when a bl ock was being read for the purpose of
bei ng nodi fied. The exclusive-read and excl usi ve-exchange
transactions were added to the four first-generation transaction



types. The exclusive-read transaction is the read transaction
that al so causes cache invalidation by a bystander processor
nodul e and the I/O bridge chip of the block being read. The
excl usi ve-exchange transaction is the exchange transaction that
al so causes cache invalidation by a bystander processor nodul e
and the I/0O bridge chip of the bl ock being read.

The KN470 nodul e inpl enented the exclusive transaction types to
establish private ownership of a block. Establishing private
ownership to a previously shared bl ock enables wite transactions
to conplete without having to broadcast wite transacti ons back
to the system bus. This occurs because the block is invalidated
by bystanders who were sharing the bl ock

The enhancenents of the system bus transaction types did not
affect the nmenory nodul e. The inplenmentation of the exclusive

i ndi cation signal was such that nenory woul d decode a read or
exchange transacti on and not know of the exclusive signaling.
Because the 1/0O bridge chip caches transl ation addresses for
direct nenory access of devices on the PCl or ElI SA buses, m nor
nodi fi cati ons were designed into the |I/O bridge chip to support
t hese enhanced conmands.

M nim zation of Arbitration Latency

The system bus arbiter inplenmented a bus grant parking or
pregrant signaling scheme that minimzed the arbitration tining
overhead. This scheme conbined with the pipelining of the
read-m ss commands fromthe Al pha 21164 nicroprocessor enabl ed
the system bus interface to use the avail able nmenory bandw dt h.

The arbiter for the first-generation processor followed the
protocol used in the DEC 4000 system The arbiter sanples the
requests and then issues the grants according to round-robin
arbitration rules. The arbitration rules allow processor nodul es
to have fair access to the system bus. The el apsed tinme from when
a processor makes a system bus request to the arbiter until it
receives a grant is referred to as the arbitration cycle or
arbitrati on overhead. The arbitrati on overhead increases the
menory and direct-mapped 1/ 0O access | atency, as well as the
cache-m ss penalty. Typically, the arbitration overhead for each
processor appears low in a multiprocessor systemin which bus
utilization is extrenely high. The appearance of |low arbitration
overhead results fromthe tine the systembus waits to finish a
transaction before the arbiter can issue the next grant. However,
the arbitration overhead may be as high as 20 percent of the
transaction tine in a system configuration in which one processor
nodul e i s consunming the avail able grants fromthe arbiter

The arbiter used by the second-generation processor pregrants or
parks a grant to the processor nodul e whenever the system bus
goes idle. This feature elimnates arbitrati on overhead. The
result is a lower miss penalty and an ability to sustain a



conti nuous stream of read transactions when the bus is not
utilized by other system bus nodes. This arbiter enhancenent does
not cost additional arbitration overhead for other requests
because the cost of unparking a grant was elimnated through the
signaling protocol. This signaling protocol enabled the
pregranted signal to be negated at the same tinme a new grant
signal is asserted.

The Al pha 21164 nicroprocessor is capable of pending read-n ss
requests to the systeminterface. These read transacti on requests
sonmeti nmes have an associated victimthat nust be displaced by the
requested read data. By pipelining these requests in relation to
the system bus grants, a continuous stream of back-to-back system
bus read or exchange transaction requests can fl ow because of the
parked grant. Since the Al pha 21164 m croprocessor is capabl e of
conti nued execution while nmss requests are pended, the processor
designers had to carefully schedule the use of the B-cache. The
fill data com ng fromsystem nmenory and the Al pha 21164

nm croprocessor are in contention for use of the B-cache. The
systeminterface mnimzes the tine that the B-cache is allocated
to accept the fill data while maintaining the fl ow of conmands
into the read miss transaction pipeline fromthe Al pha 21164

nm croprocessor. By allowing the m croprocessor to have access to
t he B-cache before and after each fill, a continuous flow of
transactions was realized. The continuous flow of transactions
uses the avail abl e system bus bandwi dt h.

HANDLI NG OF SHARED DATA

A shar ed-dat abase environment in which wite transactions are
prom nent uses the system bus exclusive transaction types to
establish ownership of the cache bl ocks. These transaction types
mnimze the system bus bandwi dth usage by avoiding wite
broadcast transactions of nodified bl ocks.

In a nmultiprocessor environnent, a block that is valid in nore
than one cache is called a shared bl ock. The coherence state of a
shared block is VSD = 110. The foll owi ng exanple summarizes the
probl em associated with a wite transaction to a shared cache

bl ock in a system bus protocol w thout the exclusive transaction

types.

Processor A has a nodified but unshared cache block with state
VSD = 101. Processor B wants to wite the cache bl ock that
Processor A has nodified. Processor B issues a read transaction
on the system bus and then nust imediately follow the read
transaction with a wite broadcast transaction of the nodified
data. The wite broadcast transaction nmust be issued by Processor
B because the read transaction was shared. At the end of the two
bus transactions that it issued, Processor B's cache bl ock state
will be VSD = 101. Processor A has invalidated its cache bl ock
Thus, two bus transactions were required from Processor B to
wite the nodified cache block. Wth fair arbitration, however,



Processor B nmay not have access to the system bus after the read
transaction. The wite transaction nmay be bl ocked, thus creating
ot her coherence situations. If two or nore processors in a system
are trying to wite the sane bl ock, Processor B nmay not get

access to the systembus to conplete the wite transaction. The
systemis potentially in deadl ock

The system bus protocol inplenented by the KNA70 enabl es the
write transaction to conplete but requires only one system bus
excl usive-read transaction. In response to the Al pha 21164

nm croprocessor's request to nmodify a cache bl ock, the processor
initiates an exclusive-read transaction on the system bus. O her
processor nodul es responding to this exclusive-read transaction
provide the data if their block is dirty, but regardl ess of the
dirty state, they also invalidate their cache bl ock. The
invalidation elimnates the shared state. If no other processor
nodul e has a dirty block, the data is returned fromthe system
menory. The processor nmodule that is issuing an exclusive-read
transaction sets its cache block state to VSD = 101 as it fills.
The wite transaction that is pending in the processor can

conpl ete without broadcasting a wite transaction to the system
bus.

A system bus that does not support the exclusive transaction
types requires a shared wite transaction to a block to be
deconposed into two system bus transactions. This can result in
system bus bandwi dth saturation. A system bus that supports the
excl usive transaction types requires only one system bus
transaction. In a shared-data environnent in which wite
transactions to shared data are the pronmi nent cause of cache

nm sses, support for the exclusive transaction types hel ps
preserve bus bandwi dth. Al so, the deadl ock scenario presented
above does not exist. The KN470 processor wite transactions to a
cached bl ock consune only one system bus transaction and can

al ways conpl ete. The invalidate wi ndow does not exist during the
time it takes for the wite transaction to conplete.

The system bus protocol inplenented by the KN470 nodul e al | ows
forward progress during shared wite transactions in the system
However, system software is expected to avoid repetitive wite
transactions to blocks that are shared without some higher |eve
ownership protocol. Wite transactions, if issued to a shared

bl ock by several processors, consune bus bandwi dth and trigger
fal se invalidations for bystanders. This nmay hinder forward
progress and affect system performance.

SUPPORT OF AN | NTERLOCK MECHANI SM

The systeminterface inplenments an address | ock register as
specified in the Al pha Architecture Reference Manual to support
sof tware synchroni zation operations.[6] The address |ock register
in the systeminterface has a signal that reflects the state of a
valid bit to the Al pha 21164 nicroprocessor. The mi croprocessor



manages the | ock address register in the systeminterface based
on sanpling this signal during fill transactions fromthe system
bus.

The Al pha 21164 nicroprocessor has an internal |ock register that
is maintained consistent with the |lock register in the system
interface, which is referred to as the external |ock register

The external lock register is a backup copy of the Al pha 21164

m croprocessor's lock register and is used only when instruction
stream prefetching causes the | ocked address to be evicted from
the B-cache. The execution of a load with lock instruction by an
Al pha 21164 microprocessor results in a transaction that sets
both internal and external |ock flags and | ock address

regi sters.

The external lock flag is cleared by the systeminterface if the
| ock address matches the system bus address of either a wite
transaction or an exclusive transaction. The internal |ock flag
is cleared by the Al pha 21164 m croprocessor due to system bus
probe transactions fromthe wite or exclusive transaction to a
valid cache bl ock

The | ock address resolution is a single-aligned 32-byte bl ock and
is consistent with the size of cache blocks in this system The
Al pha 21164 mnicroprocessor has 64-byte internal |ock register
resolution. Since the address of a load to nenory and the
corresponding store to nmenory nust both be within the sane
16-byte aligned region, the difference in the resolution of the
internal and the external |lock registers was deternined to be

i nsignificant to performance. [ 6]

THE KN470 MODULE AND SYSTEM BUS CLOCKI NG

The KN470 nodul e inplenents a | owcost synchronous cl ocking
schenme. The schene exploits the system bus clocking to run the
Al pha 21164 mi croprocessor synchronous to the system bus. This
schene conpensates for the half-cycle correction phase of the
Al pha 21164 microprocessor's digital |ock |oop (DLL).

The Al phaServer 2100 system i nterconnect has an edge-to-edge
clock architecture, and it inplenents an edge-to-edge data
transfer schenme. The m croprocessor has an internal DLL that
synchroni zes to a reference clock supplied by the clock repeater
chip. Instead of trying to precisely control the clock skew
across four different chips, data valid wi ndows are set around
the edge-to-edge data transfer clock edges to avoid setup or

hol d-tinme issues. This sinpler clocking schene takes advant age of
the four delivered clock edges per cycle fromthe cl ock repeater
chips. It also enables a sinpler synchronous boundary between the
Al pha 21164 microprocessor and the systeminterface. The
synchronous cl ocking inproves data transfer rates, |owers the

m ss penalty, and inproves the pipeline efficiency anong the
conmponents of the system



Figure 2 shows the clocking schene that is inplenented on the
KN470 nmodul e. The Al pha 21164 m croprocessor accepts a
differential clock at twice the desired internal clock frequency.
The oscillator for the processor runs at 6, 7, 8, or 9 tinmes the
41. 66 negahertz (MHz) system bus clock frequency. The DLL
subtracts one half of an internal clock cycle to maintain phase
alignnment with the system bus reference clock. This DLL schene
assunmes that the internal clock frequency runs slightly faster
than the system bus clock frequency. G ven these scaling rates,
the interface between the Al pha 21164 mi croprocessor and the
systeminterface are |locked at the system bus clock rate.

[Figure 2 (KN470 Clocking Schene) is not available in ASCI
format. ]

The Al phaServer 2100 backpl ane di stributes PECL-1evel system bus
clocks PHI1 L and PHI1 H, and PHI3 L and PHI3 H differentially to
each nodul e on the system bus. Each nodul e receives, term nates,
and capacitively couples the clock signals into
PECL-t 0o- CMOS- -1 evel converters to provide four edges per system
bus clock cycle. This level conversion is conpleted in the clock
repeater chips. System bus handshake and data transfers occur
fromclock edge to clock edge and thus forma primary clock in
the system The renmining three edges in a clocking cycle are
secondary cl ocks. The clock repeater chip, a custom CMOS cl ock
chip, provides nodul e-to-nmodul e cl ock skew of less than 1
nanosecond (ns) and is inplenented to provide skew-regul ated

cl ock copies to be consuned by conponents on the nodule. The skew
regul ation is maintained by the repeater chip through the use of
a feedback path or replica loop of the primary clock path. The
KN470 modul e uses this clock repeater chip to generate the
references for synchronous clocking froma central point.

Conmponents on the nodul e are cl ocked by outputs fromthe clock
repeater chips. The clock repeater chips generate six copies of
the primary clock TPHI1 H. TPHI 1 H clocks are distributed as
foll ows: one copy to the Al pha 21164 m croprocessor, two copies
to each of the two systeminterface ASICs, and one copy to the
system bus arbiter chip. The Al pha 21164 nicroprocessor uses its
copy of the primary clock as a reference clock for its DLL. The
data transfers between the m croprocessor and the system
interface are edge-to-edge transfers and are referenced to the
primary clock. The clock repeater chip generates three secondary
clocks: TPHI1 L, TPHI3 H, and TPHI 3 L. The cl ock-edge

rel ati onshi ps anong these four clocks are specified such that
each clock edge is 90 degrees out of phase with the other two

cl ock edges. The relationships anong the different clock phases
are shown in Figure 3 for the case of the Al pha 21164 oscill ator
with a frequency six tines that of the system bus clock. The
systeminterface uses all three secondary clocks for on-chip data
transfers, whereas the arbiter chip uses one secondary clock
TPHI 1 L.



[Figure 3 (Rel ationships anmong Different Clock Phases) is not
available in ASCI| format.]

Thi s synchronous cl ocki ng scheme works well if the driver turn-on
and turn-off tinmes are extrenely fast for all conponents.
However, the technol ogi es selected could not guarantee such
speed. The Al pha 21164 m croprocessor driver turn-on and turn-off
times are fast, but the ASICs have slow turn-on and turn-off
times. To conpensate for the fast and slow driver
characteristics, the edge-to-edge clocking schene required a

nodi fication. The Al pha 21164 m croprocessor uses its copy of
TPHI 1 H as the reference clock edge to align its SYSCLK1/2
H--generated interface output clocks. Though SYSCLK1/2 H does not
physically connect to the systeminterface, the Al pha 21164

nm croprocessor uses the internal copy of the SYSCLK1/2 H edge to
either drive data or receive data. The systeminterface uses its
copy of the reference clock as the data receive edge for
signaling fromthe Al pha 21164 m croprocessor. To drive the data
to both the mcroprocessor and the B-cache, the systeminterface
uses the TPHI 3 L secondary cl ock, which is phase-del ayed 90
degrees fromthe primary clock TPH 1 H

The above cl ocki ng schenme achi eves singl e-cl ock, edge-to-edge
data transfer rates wi thout inposing overly strict constraints on
clock routing and | ayout. The schenme can withstand | arger than 1
ns of clock skew and conpensates for the Al pha 21164

m croprocessor's DLL half-cycle correction between the reference
cl ock and SYSCLK1/2 H

DESI GN TRADE- OFFS

The KN470 nodul e desi gn achi eved aggressi ve schedul e goal s and
achi eved | ower cost by neans of the bit-slice design of the
systeminterface. Also, the higher performance goal was realized
whi l e keeping the design conplexity at a noderate |evel.

The bit-slice design of the systeminterface was notivated by the
organi zati on of the Al pha 21164 nicroprocessor's 64-bit
error-correcting code--protected data bus. This forced at |east a
64-bit slice organization. O her organizations were found to have
too many pins or woul d have encountered system bus signa
integrity problens because of |ong stubs and additional |oads.
The decision to also include the address and control functions
was further notivated by the project's human resource constraints
and its spending constraints. Designing one ASIC as a slice to

i mpl ement the 128-bit-wi de systeminterface was found to be the
best choi ce.

The systeminterface controls the address and data paths between
the Al pha 21164 nicroprocessor and the system bus. The system

i nterface does not stall the system bus on transactions that
requi re cache state changes in the B-cache. Instead, the
interface posts a pended request to the processor for changing



the cache state of the B-cache. The systeminterface stalls the
system bus when the processor has not acknow edged a previously
pended request and the present transaction on the system bus
needs a cache state change request. At the cost of increased
conpl exity, the design could have been inplenmented such that the
system bus would not stall in the absence of acknow edgments of
previ ously pended requests. This |level of conplexity avoided the
nore conpl ex i ssues of managi ng a queue of block invalidate, set
bl ock to shared, and read bl ock transaction requests.

The KN470 nodul e design inplenents a schene of wite transaction
back-off or replay that exploits the transaction replay queue of
the Al pha 21164 nmicroprocessor. This replay functionality hel ps
the systeminterface handl e cache state changes when sinmultaneous
requests to wite to the systembus and to invalidate fromthe
system bus are nmade to the sane cache bl ock. The designers
sinplified the cache coherence managenent and | ogi c design by
avoi ding the use of a pended wite transaction in the system

i nterface, which would have required a one-block wite cache.

A wite transaction fromthe Al pha 21164 mnicroprocessor to the
system bus is not considered conplete until the systembus is
granted. This nonpended schene for wite transacti ons enabl es
write transaction replay fromthe Al pha 21164 nicroprocessor and
avoi ds the requirenent for the systeminterface to preserve |logic
states if a system bus transaction takes precedence. Wen the
system bus transaction takes precedence, the systeminterface
renmoves the arbitration request, signals the Al pha 21164

nm croprocessor to replay the wite transaction, and flushes al
states associated with the wite transaction. The Al pha 21164

m croprocessor nust determ ne whether the wite transacti on has
been affected by the change in its cache state and then decide to
replay the wite transaction or to perform another transaction
such as a read transaction to revalidate the bl ock.

Renmovi ng a system bus request fromthe arbiter chip rather than
converting the wite transaction to a no-operation transaction
avoi ded a livelock condition. The livelock condition could have
resulted fromthe systeminterface's conpletion of a no-operation
transaction and re-requesting the systembus to conplete the
write transaction. Wile waiting for the grant to this second
arbitration request, the system bus could force the Al pha 21164
nm croprocessor to replay the wite again. In addition to avoiding
the livelock condition, the replay schene has the additiona
benefit of conserving bandwi dth by not issuing no-operation
transactions while the systembus interface is waiting for the

Al pha 21164 microprocessor to replay the wite transaction

Renmovi ng a system bus request in response to other bus
transactions reduces the probability of a tinmely conpletion of
the wite transaction fromthe Al pha 21164 nicroprocessor. Mre
conpl ex desi gn approaches increase the probability that the wite
transaction will conplete, but they do not guarantee the
conpletion. This is a result of the uncertain tinme for a response



fromthe Al pha 21164 m croprocessor to replay the wite
transaction in relation to the next system bus grant. The

desi gners chose the sinpler inplenmentation to reduce | ogic design
conplexity and verification tine.

PERFORMANCE OF Al phaServer 2100 SYSTEM5S W TH KN470 MODULES

To validate the inproved performnce goal of the KN470 processor
nodul e in Al phaServer 2100 systens running Digital UNI X (formerly
DEC OSF/ 1) version 3.2B, project engineers nmeasured severa

i ndustry-standard benchmarks. A brief description of each
benchmark follows. Table 1 lists the benchmarks that were run on
an Al phaServer 2100 Mvdel 5/250 system the nunber of processor
nmodul es in a configuration for each benchmark, the measured
estimtes or unaudited results of the benchmark, and the
performance gain. Performance gain is reported as a ratio of the
KN470 result to the top-perform ng, first-generati on KN460
result. The ratios denpnstrate that the KN470 processor nodul e
achieves the primary project goal by providing nore performance
to Al phaServer 2100 systens than the first-generation KN460
processor.



Table 1 Performance Data for an Al phaServer 2100 System That
I ncorporates the KN470 Processor Modul e

Per f or mance Gain
Expressed As a

Rati o of
Number of Model 5/250
Processor Performance to
Modul es per Al phaServer 2100 Model 4/275
Benchmar k Configuration Model 5/250 Per f or mance
SPEC ClI NT92
SPECi nt 92 1 277 1.4
SPECrate_i nt 92 4 24,996 1.4
SPEC CFP92
SPECf p92 1 410 1.4
SPECr at e_f p92 4 37,926 1.4
AlM Suite Ill Benchmark Suite Performance (Estinmated)
Performance Rating 2 396
Maxi mum User Loads 2,400 1.4
Performance Rating 4 719
Maxi mum User Loads 3,100 1.3
LI NPACK ( MFLOPS)
1000 X 1000 4 1, 022 1.6
McCal pin
copy 2 171 1.28
scal e 2 169 1.27
sum 2 162 1.25
triad 2 162 1.27



The Al phaServer 2100 Mddel 5/250 system uses the KN470 processor
nodul e that incorporates the Al pha 21164 m croprocessor operating
at 250 WMHz with a 4-MB B-cache. The Al phaServer 2100 Model 4/275
system uses the KN460 processor nodule with the Al pha 21064

nm croprocessor operating at 275 MHz with a 4-MB B-cache. The

Al phaServer 2100 system renmi ned fixed as the processor nodels
wer e swapped for these perfornmance neasurenents.

The Standard Performance Eval uati on Corporation (SPEC) was forned
to identify and create objective sets of applications-oriented
tests, which can serve as common reference points. SPEC CINT92 is
a good base indicator of CPU performance in a commercia
environnent. This benchmark is the geonmetric nean of ratios by
whi ch the six benchmarks in this suite exceed the perfornmance of
the reference nmachi ne. SPEC CFP92 nmmy be used to conpare
floating-point intensive environnments, typically engineering and
scientific applications. SPEC CFP92 is the geonetric nean of
rati os by which the 14 benchmarks in this suite exceed the
performance of the reference machi ne. SPEC Honmpbgeneous Capacity
Met hod benchmarks test multiprocessor efficiency. They provide a
fair measure for the processing capacity of a system nanely, how
much work the system can performin a given amount of tinme. The
SPECrate is a capacity nmeasure. It is not a neasure of how fast a
system can perform any task but of how many of those tasks the
system conpletes within an arbitrary tine interval.

Devel oped by Al M Technol ogy, the AIM Suite |1l Benchmark Suite
was designed to nmeasure, evaluate, and predict UN X nultiuser
system performance. The benchmark suite uses 33 functional tests,
and these tests can be grouped to reflect the conputing
activities of various types of applications. The Al M Performance
Ratings identify the nmaxi num performance of the system under
opti mum usage of CPU, floating-point, and disk caching. At a
system s peak perfornmance, an increase in the workload will cause
a deterioration in performance. The Al M Maxi mum User Load Rating
i dentifies system capacity under heavy nultitasking | oads, where
di sk performance al so becones a significant factor. Throughput is
the total ampunt of work the system processes, neasured in jobs
per mnute. Maxinmum throughput is the point at which the system
is able to process the npst jobs per mnute.

The LI NPACK benchrmark is a |linear equation solver witten in
FORTRAN. LI NPACK prograns consi st of floating-point additions and
mul tiplications of matrices. The LI NPACK 1000 X 1000 sol ves a

1, 000- by-1, 000 matrix of simnultaneous |inear equations. The
result is a measure of the execution rate in nillions of

fl oati ng-poi nt operations per second (MLOPS).

The McCal pin benchmark is a public donain set of prograns that
nmeasures the effective nenory bandwi dth avail able to each
processor in MB per second. The four parts of this benchmark,

whi ch are shown in Figure 4, perform a doubl e-precision operation



j times, where j increments 2 nmillion tinmes. Often, the four
nunbers are averaged to show an effective nenory bandwi dth rating
for the configuration.



Figure 4 The Four Parts of the MCal pi n Benchnark

copy c(j) = a(j) ,copy a to c

scale b(j) = 3.0 * c(j) ;multiply ¢ times 3, store
; result inb

sum c(j) = a(j) + b(j) ;add a to b and store in c

triad a(j) =b(j) + 3.0 * c(j) ;multiply ¢ tinmes 3, add to

; b, store result in a



Table 2 shows estinated AIM Suite |11 Benchmark Suite perfornmance
scaling for Al phaServer configurations of one to four processor
nodul es. These results validate inprovenents in the ability of
KN470 processor nmodules to scale in nultiprocessor
configurations.



Table 2 AIMSuite Il Benchmark Suite Performance Scaling (Estinated)

Al phaServer 2100 System

Nunber of Processor Mbdul es 1 2 3 4
Maxi mum Thr oughput Jobs/ M nute 2,178 3,882 5,249 7,047
Mbdel 5/250 Scaling 1.0 1.8 2.4 3.2
Maxi mum Thr oughput Jobs/ M nute 1,451 2,229 2,998 3,587

Model 4/275 Scaling 1.0 1.5 2.1 2.5



SUMVARY

The inplementation of the wite-invalidate coherence protoco
combi ned with synchronous clocking, a duplicate tag store, and

pi pelining cache-niss requests led to a nore efficient use of the
system bus bandwi dth. A hi gher conplexity design could have been
realized but only at the risk of missing schedul e deadlines. The
KN470 processor devel opnent project achieved the goals of

Al phaServer 2100 conpatibility and performance inprovenent that
were established early in the project.
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