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Abstract

Di stri buted transaction
managenent support is an

enhancenent to the VM5
operating system This
support provides services
in the VMS operating system
for atom c transactions
that may span nultiple
resource managers, such

as those for flat files,
net wor k dat abases, and

rel ati onal databases.

These transacti ons may

al so be distributed

across nultiple nodes in

a network, independent

of the comuni cations
nmechani sns used by either
the application prograns

or the resource managers.
The Digital distributed
transacti on nmanager
(DECdt m) services inplenment
an optimized variant of the
t wo- phase conmit protoco
to ensure transaction
atomicity. Additionally,

t hese services take

advant age of the unique
VAXcl uster capabilities

to greatly reduce the
potential for blocking that
occurs with the traditiona

outside the traditiona
transacti on processing
nmoni tor environment.

I ntroducti on

Busi nesses are beconi ng
critically dependent
on the availability and
integrity of data stored
on conputer systenms. As
t hese busi nesses expand
and nmerge, they acquire
ever greater amounts of
on-line data, often on
di sparat e conputer systens
and often in disparate
dat abases. The Digita

di stributed transaction
manager (DECdtm) services
described in this paper
address the probl em of
integrating data from
nmul ti pl e conputer systens
and multiple databases
whi | e nmai nt ai ni ng data
integrity under transaction
control

The DECdt m services are
a set of transaction
processi ng features
enbedded in the VMS
operating system
These services support
distributed atonic



t wo- phase conmit protocol.
These features, now part of
the VMS operating system
are readily available to
nmul ti pl e resource managers
and to nmany applications

Di gital Techni cal

transacti ons and i npl enent

an optinmzed variant of
t he wel | - known,

comi t

Jour nal

Vol .

protocol .

3

No.

1 Wnter

t wo- phase

1991



Transacti on Managenent Support

Desi gn Goal s

Qur overall design goa
was to provide base
servi ces on which higher
| ayers of software could

be built. This software

woul d support reliable and
robust applications, while
mai ntai ning data integrity.

Many researchers report
that an atom c transaction
is a very powerfu
abstraction for building
robust applications that
consi stently update data.
[1,2] Supporting such
an abstraction nakes it
possi bl e both to respond
to partial failures and to
mai ntai n data consi stency.
Mor eover, a sinplifying
abstraction is crucial
when one is faced with the
conplexity of a distributed
system

Wth increasingly reliable
hardware and the infl ux
of nore general - purpose,
fault-tol erant systens,
the focus on reliability

has shifted from hardware
to software. [3] Recent
di scussi ons indicate that
the key requirenents for
bui l di ng systens with
a 100-year nean tine
between failures may be (1)
sof tware-fault containnent,
usi ng processes, and (2)
software-fault masking,
usi ng process checkpoi nting
and transactions. [4]

It was clear that we

in the VM5 Operating System Kerne

t hat supports transaction
processi ng, as wel

as tinmesharing, office
aut omati on, and technica
conmput i ng.

The desi gn of DECdt m
services also reflects
several other Digital and
VMS desi gn strategies:

0 Pervasive availability
and reliability. As
or gani zati ons becone
i ncreasi ngly dependent
on their information
systenms, the need for
all applications to be
uni versal ly avail abl e
and highly reliable
i ncreases. Features
that ensure application
availability and data
integrity, such as
journaling and two-
phase comm t, must
be available to al
applications, and
not limted to those
traditionally thought
of as "transaction
processing."

0 Operating environnment
consi stency. Enbeddi ng
features in the
operating systemthat
are required by a broad
range of utilities
ensures consi stency
intw areas: first,
in the functionality
across all layered
sof tware products, and,
second, in the interface
for devel opers. For



2 Digita

coul d use transactions
as a pervasive techni que
to increase application
availability and data
consi stency. Further, we
saw that this technique
had nmerit in a general -
pur pose operating system
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di stri buted database
products require

t he two-phase conmit
protocol, incorporating
the protocol into the
underlying system al |l ows
progranmers to focus

1991



Ker nel

on providing "val ue-
added" features for
their products instead
of re-creating a common
routi ne or protocol.

Flexibility and
interoperability. Qur

vi sion includes meking
DECdt m i nterfaces

avail abl e to any

devel oper or custoner,
all owi ng a broad range
of software products to
t ake advantage of the
VMS environnent. Future
DECdt m servi ces are

al so being designed to
conformto de facto and
i nternational standards
for transaction
processi ng, thereby
ensuring that VMS

applications can
i nteroperate with
applications on other
vendors' systens.

Transacti on Manager- Sone
Definitions

To grasp the concept of
transacti on nmanager, sone
basic ternms nmust first be
under st ood:

Resource manager. A
software entity that
controls both the
access and recovery of
resource. For exanple,
dat abase nmnager serves
as the resource nanager

Transacti on Managenent Support

a
a

in the VM5 Operating System

Atomi city. Either al

the operations of a
transaction conplete, or
the transacti on has no
effect at all

Serializability.

Al'l operations that
executed for the
transacti on nust appear
to execute serially,
with respect to every
ot her transacti on.
Durability. The effects
of operations that
execut ed on behal f of
the transaction are
resilient to failures.

A transacti on manager

supports the transaction
abstraction by providing
the foll owi ng services:

(o]

Demar cati on operations
to start, commit, and
abort a transaction
Executi on operations

for resource managers to
decl are thensel ves part
of a transaction and

for transaction branch
managers to decl are
the distribution of a
transacti on

Two- phase conmit
operations for
resource managers

and other transaction
managers to change the
transaction state (to
ei ther "preparing" or



for a database. "committing") or to
acknow edge recei pt of a

Transaction. The request to change state

execution of a set of

operations with the

properties of atonmicity,

serializability,

and durability on

recover abl e resources.
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Benefits of Enbeddi ng Two- phase Conmit Protoco
Transaction Semantics in the DECdt m servi ces use an
Ker nel optim zed variant of the

Several benefits are

achi eved by enbeddi ng
transaction semantics

in the kernel of the
VMS operating system
Briefly, these benefits

i ncl ude consi stency,

i nteroperability, and
flexibility. Enbeddi ng
transaction semantics in
the kernel nekes a set

of services available to

di fferent environnments and
products in a consistent
manner. As a consequence,

i nteroperability between
products is encouraged,

as well as investnent

in the devel opnent of
"val ue- added" features. The
i nherent flexibility allows
a programmer to choose a
transacti on processing
nmonitor, such as VAX ACMS,
and to access multiple
dat abases anywhere in the
networ k. The progranmer may
also wite an application
that reads a VAX DBMS
CODASYL dat abase, updates
an Rdb/ VMS rel ationa
dat abase, and wites report
records to a sequential VAX
RVMS file-all in a single
transacti on. Because al
dat abase and transacti on
processi ng products

use DECdtm services, a
failure at any point in
the transaction causes
all updates to be backed
out and the files to be

techni que referred to

as two-phase conmmt. The
techni que is a nmenber of
the class of protocols
known as Atomi c Conmit
Protocol s. This class
guar ant ees two out comes:
first, a single yes or

no decision is reached
anong a distributed set
of participants; and,
second, this decision is
consi stently propagated
to all participants,
regardl ess of subsequent
machi ne or conmuni cati ons
failures. This guarantee
is used in transaction
processing to hel p achieve

the atomicity property of a

transacti on.

The basic two-phase conmit
protocol is straightforward
and well known. It has been
t he subj ect of considerable

research and technica
literature for several
years. [5, 6, 7, 8, 9] The

foll owi ng section describes
in detail this general two-

phase commit protocol for

t hose who wi sh to have nore

i nformati on on the subject.

The Basi ¢ Two- phase Conmit

Pr ot oco
The two-phase conmit
protocol occurs between
two types of participants:
one coordi nator and one
or nore subordi nates. The
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(typically called the
“conmmit decision") and
propagate that decision
to all subordinates,
regardl ess of any ensuing

1 Wnter 1991



Transacti on Managenent Support

failures. Conversely, the
subordi nates nust maintain

certain guarantees (as
descri bed bel ow) and mnust
defer to the coordi nator
for the result of the
commit decision. As the
nanme suggests, two-phase
commit occurs in two

di stinct phases, which the
coordi nator drives.

In the first phase,
call ed the prepare phase,
t he coordinator issues
"requests to prepare"
to all subordi nates. The
subor di nates then vote,
either a "yes vote" or a
"veto." Inplicit in a "yes

vote" is the guarantee

t hat the subordinate will
neither conmmt nor abort
the transaction (decide
yes or no) without an
explicit order fromthe
coordi nator. This guarantee
nmust be mai ntai ned despite
any subsequent failures
and usually requires

t he subordinate to

pl ace sufficient data on
disk (prior to the "yes
vote") to ensure that the

A subordi nate node may

al so function as a superior
(internmedi ate) node to
fol |l ow-on subordi nates.

In such cases, there

is a tree-structured

rel ati onshi p between the
coordi nator and the ful

in the VM5 Operating System

operations can be either
conpl eted or backed out.

The second phase, called
the comrit phase, begins
after the coordinator
receives all expected
votes. Based on the
subordi nate votes, the
coordi nator decides to
commit if there are no
"veto" votes; otherw se,

it decides to abort. The
coordi nat or propagates

t he decision to al

subordi nates as either

an "order to commt" or an
"order to abort." Because
t he coordi nator's deci sion
must survive failures, a

record of the decision

is usually stored on disk
before the orders are sent
to the subordi nates. Wen
t he subordi nates conpl ete
processi ng, they send an
acknow edgrment back to

t he coordi nator that they
are "done." This allows
the coordinator to reclaim
di sk storage from conpl et ed
transactions. Figure 1
shows a tine line of the

t wo- phase conmit sequence.
set of subordi nates.

I nt er redi at e nodes nust
propagate the nessages
down the tree and col | ect
responses back up the
tree. Figure 2 shows a
time line for a two-phase
commit sequence with an

i nt ernedi ate node.
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Most of us have had direct
contact with the two-

phase commt protocol. It
occurs in many activities.
Consi der the typica
weddi ng cerenony as
present ed bel ow, which

is actually a very precise
t wo- phase conmit.
O ficial: WI!lIl you, Mary,

take John...?

Bri de: [ owill.

O ficial: W Il you, John
take Mary...?

Groomm [ owill.

O ficial: | now pronounce
you man and
wife.

The above di al og can be
vi ewed as a two-phase
conmit:

Coor di nat or: Request to
Pr epar e?

Parti ci pant Yes Vote.
1

Coor di nat or: Request to

Pr epar e?
Parti ci pant Yes Vote.
2:

Coor di nat or: Conmi t
Deci si on.

Order to
Commi t .

in the VM5 Operating System Kerne

The basi c two-phase
commit protocol is

strai ghtforward, survives
failures, and produces a
single, consistent yes or
no deci si on. However, this
protocol is rarely used
in comrercial products.
Optim zations are often
applied to mninze
nessage exchanges and
physi cal disk wites.
These optim zations are

i mportant particularly to
the transaction processing
mar ket because the market
is very performance
sensitive, and two-phase
conmit occurs after the
application is conplete.
Thus, two-phase conmit is
reasonabl y consi dered an
added overhead cost. W
have endeavored to reduce
the cost in a number of
ways, resulting in | ow
overhead and a scal abl e
protocol enmbodie d in

t he DECdt m servi ces. Some
of the optinizations are
described later in another
secti on.

Conmponents of the DECdtm
Services

The DECdt m services were
devel oped as three separate
conponents: a transaction
manager, a | og manager,
and a communi cation
manager. Toget her,

t hese conponents provide
support for distributed
transacti on managenent.
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The transacti on nanager
is the central conponent.
The | og manager services
enabl e the transaction
manager to store data on
nonvol atil e storage. The
communi cati on manager
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provi des a | ocation-

i ndependent interprocess
conmuni cati on service used
by the transaction and | og
managers. Figure 3 shows
the rel ati onshi ps anong

t hese conponents.
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The Digital Distributed
Transacti on Manager

As the central conponent
of the DECdtm servi ces,
the transacti on nanager
is responsible for the
application interface to

t he DECdt m services. This
section presents the system
services the transaction
manager conpri ses.

The transacti on coordi nator
is the core of the
transacti on manager. |t
i mpl enents the transaction
state machi ne and knows
whi ch resource nmanagers and
subordi nate transaction
managers are invol ved
in a transaction. The
coordi nator also controls
what is witten to

nonvol ati |l e storage and
manages the volatile |ist
of active transactions.
The user services are
routines that inplenent
t he START_TRANSACTI ON, END_
TRANSACTI ON, and ABORT_
TRANSACTI ON t ransacti on
system servi ces. They
val i date user paraneters,
di spense a transaction
identifier, pass state
transition requests to the
transacti on coordi nat or
and return information
about the transaction

out cone.
The branch managenent

servi ces support the
creation and demarcation

in the VM5 Operating System Kerne

programto the transaction,
to demarcate the work done
in that application as

part of the transaction,
and finally to return

i nformati on about the
transacti on outcone.

The resource manager
services are routines

that provide the interface
bet ween the DECdtm services
and the cooperating
resour ce managers.

This interface all ows
resource managers to

decl are thensel ves to the
transacti on nmanager and to
regi ster their involvenent
in the "voting" stage

of the two-phase commit
process of a specific
transacti on.

Finally, the information
services routines are
the interface that all ows
resource nmenagers to query
and update transaction

i nformati on stored by
DECdt m services. This
information is stored in
either the volatile-active
transaction list or the
nonvol atile transaction

| og. Resource nmanagers may
resol ve and possibly nodify
the state of "in-doubt"”
transactions through these
servi ces.

The Log Manager
The | og manager provides

the transacti on nanager
with an interface for
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of branches in the

di stributed transaction
tree. New branches

are constructed when
subordi nate application
prograns are invoked in a
di stri buted environnent.
The services are called on
to attach an application
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i nformati on in nonvol atile
storage to ensure that the
out come of a transaction
can be consistently
resolved. This interface
is avail able to operating
syst em conmponents. The | og
manager al so supports the
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creation, deletion, and
general managenent of the
transaction | ogs used by
the transacti on nanager. An
additional utility enables
operators to exam ne
transaction logs and, in
extreme cases, nmkes it
possi bl e to change the
state of any transaction.

The Commruni cati on Manager
The comruni cati on nmanager
provi des a conmand/response

nmessage- passing facility
to the transacti on manager
and the | og manager. The

interface is specifically
designed to offer high-

per formance, |owI atency
services to operating

syst em conponents.

The command/response,
connection-oriented,
nmessage- passi ng system
allows clients to exchange
nmessages. The clients may
resi de on the sane node,
within the sane cluster,

or within a honpgeneous
VM5 wi de area network.

The comruni cati on nmanager
al so provides highly

optim zed local (that is,

i ntranode) and intracluster
transports. In addition,
this service conponent

mul ti pl exes communi cati on
links across a single,
cached DECnet virtua
circuit to inmprove the
performance of creating and
destroying wi de area |inks.

in the VM5 Operating System

Transaction Processi ng Mode

Digital's transaction
processi ng nodel entails
t he cooperation of severa
di stinct elenents for
correct execution of a
di stributed transaction.
These el ements are (1) the
application programrer,
(2) the resource managers,

(3) the integration of

t he DECdt m services into
the VMS operating system
(4) transaction trees, and
(5) vote-gathering and the
final outcomne.

Appl i cation Progranmer

The application progranmer
nmust bracket a series of
operations with START_
TRANSACTI ON and END_
TRANSACTION calls. This
bracketing denmarcates

the unit of work that the
systemis to treat as a
single atom c unit. The
application programrer may
call the DECdtm services
to create the branches of
the distributed transaction
tree.

Resour ce Managers

Resource nmanagers, such
as VAX RMS, VAX Rdb/ VMs,
and VAX DBMS, that access
recoverabl e resources
during a transaction

i nform the DECdt m servi ces
of their involvenent in
the transaction. The
resource nanagers can



then participate in the
voti ng phase and react
appropriately to the
decision on the fina

out come of the transaction.
Resour ce managers nust al so
provi de recovery nechani sns
to restore resources they
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manage to a transaction-
consi stent state in the
event of a failure.
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Integration in the
Operating System

The DECdt m services are
a basic conmponent of the
VMS operating system These
services are responsible
for maintaining the overal
state of the distributed
transaction and for
ensuring that sufficient
information is recorded
on stable storage. Such
information is essentia
in the event of a failure

so that resource managers
can obtain a consistent
vi ew of the outcone of
transacti ons.

Each VMS node in a network
normal |y contains one

transacti on nmanager object.
Thi s object maintains a
list of participants in
transactions that are
active on the node. This
list consists of resource
managers | ocal to the node
and the transacti on nanager
obj ects | ocated on ot her
nodes.

Transaction Trees

The node on which the
transaction origi nated
(that is, the node on
whi ch the START_TRANSACTI ON
service was called) nmay be
viewed as the "root" of a

di stributed transaction
tree. The transaction
manager object on this

node is usually responsible

in the VM5 Operating System

The transaction identifier
di spensed by the START_
TRANSACTI ON service is an
i nput parameter to the
branch services. This
paraneter identifies two
concerns for the | oca
transacti on nmanager object:
(1) to which transaction
tree the new branch shoul d
be added, and (2) which
transacti on nmanager obj ect
is the i medi ate superior
in the tree.

Resource nmanagers join
speci fic branches in a
transaction tree by calling
the resource manager
services of the |oca
transacti on nmanager object.

Vot e- Gat heri ng and the

Fi nal Qutcome

When the "conmmit" phase

of the transaction is
entered (triggered by

an application call to
END_TRANSACTI ON), each
transacti on nmanager obj ect

i nvol ved in the transaction
nmust gather the "votes”

of the locally registered
resource nmanagers and the
subordi nate transaction
manager objects. The
results are forwarded

to the coordinating
transacti on manager object.

The coordi nating
transacti on manager

obj ect eventually inforns
the locally registered



for coordinating the
transaction conmt phase
of the transaction. The
transaction tree grows as
applications call on the
branch managenent services
of the transaction manager
obj ect.

Digital Technica

resource nmanagers and the
subordi nate transaction
manager objects of

the final outcome of

the transaction. The
subordi nate transaction
manager objects, in turn,
propagate this information
to locally registered
resource nmanagers as wel
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as to any subordinate
transacti on nmanager
obj ect s.

Protocol Optinizations

The DECdt m servi ces

use several previously
publ i shed optim zati ons and
extend those optin zations
with a number that are

uni que to VAXcl uster
systenms. In this

section we present these
general optimzations, a
di scussi on of VAXcl uster
consi derations, and

two VAXcl uster-specific
optim zations.

General Optim zations
The foll owi ng sections
descri be sone previously
publ i shed optim zati ons.

Presuned Abort. DECdtm
servi ces use the "presuned
abort" optimzation. [8,

9] This optimzation states
that, if no information can
be found for a transaction
by the coordinator, the
transaction aborts. This
renoves the need to wite
an abort decision to

di sk and to subsequently
acknow edge the order

to abort. In addition,
subordi nates that do not
nodi fy any data during the
transaction (that is, they
are "read only"), avoid
writing information to disk
or participating in the
commit phase.

in the VM5 Operating System Kerne

a "conmit" record upon
recei pt of an order to
commit. This latter record
is witten so that the
coordi nator need not be
asked about the commt
deci si on should the

i nternmedi ate node fail

This refinenent isolates
the internedi ate node's
recovery from comuni cation
failures between it and the
coordi nator.

Performance i s enhanced
when t he DECdt m services
wite the conmt record
on an internedi ate node
in a "nonurgent" or "lazy"
manner. [10] The lazy wite

buffers the information and
waits for an urgent request
to trigger the group comnt
timer to wite the data

to disk. Typically, this
operation avoids a disk
wite at the internmedi ate
node. The increase in the
length of time before the
commit record is witten is
negli gi bl e.

One-Phase Comrit. A key
consideration in the design
of the DECdtm services
was to incur m ninal
i rpact on the performance
of Digital's database
products. We exploited two
attributes to achieve this
goal. First, all current
users are limted to non-

di stributed transactions
(those that involve only
a single subordinate).
Second, the two-phase



Lazy Comrit Log Wite. The
DECdt m servi ces can act

as internedi ate nodes in

a distributed transaction.
In this node, they wite

a "prepare" record prior

to responding with a "yes
vote." They also wite

12 Digital Technical Journa

commit protocol requires
that all subordinates
respond with a "yes vote"
to conmit the transaction
This allows a highly
optim zed path for single
subordi nate transacti ons.
Such transactions require
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no wites to disk by

t he DECdt m servi ces and
execute in one phase. The
subordinate is told that it
is the only voting party in
the transaction and, if it
iswilling to respond with
a "yes vote," it should
proceed and performits
order to commt processing.

VAXcl ust er Consi derations
The optim zations |isted
above (and others not
descri bed here) provide

t he DECdt m services with

a conpetitive two-phase
commit protocol. VAXcl uster

t echnol ogy, though, offers
ot her untapped potential .
VAXcl uster systens offer
several unique features, in
particul ar, the guarantee
agai nst partitioning, the
di stributed | ock nmanager,
and the ability to share

di sk access between CPUs.
[11]

Wthin a VAXcl uster
system use of these

uni que features all ows

t he DECdt m services to
avoid a bl ocked condition
whi ch occurs during the
short period of tine

when a subordi nate node
responds with a "yes vote"
and communi cation with
its coordinator is |ost.
Normal |y, the subordinate
is unable to proceed with
that transaction's commt
until comruni cati ons have

comrmuni cation is lost, a
subordi nat e node knows, as
a result of the guarantee
agai nst partitioning, that
its coordinator has fail ed.
Because a subordinate
node can access the
transaction | og of the
failed coordinator, it
may i mredi ately "host"

its failed coordinator's
recovery. Communications to
the hosted coordinator are
qui ckly restored, and the
subordi nate node is able

to conmplete the transaction
conmm t.

VAXcl uster-specific

Optim zations

Once the bl ocking potentia
was renoved fromintra-
VAXcl uster transactions,
several additiona

protocol optinmzations
became practical. The
optim zations descri bed

in this section are

dynam cal ly enabl ed i f

the subordinate and its

coordi nator are both in the

same VAXcl uster system
Early Prepare Log Wite.

As noted earlier, an

i nt ermedi ate node mnust

wite a "prepare" record
prior to responding with a

"yes vote." The presence

of this record in an

i nternmedi ate node's | og

i ndi cates that the node
nmust get the outcone of

the transaction fromthe



been restored.

CQut si de a VAXcl uster
system the DECdtm
servi ces woul d i ndeed
be bl ocked. 1f, however,
t he subordinate and its
coordi nator are in the
same VAXcl uster system
this will not occur. If

Digital Technica

coordi nator and, thus, it

i s subject to bl ocking.
Therefore, the prepare
record is typically witten
after all the expected
votes are returned,

whi ch adds to conmmit-tinme

| at ency.
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The DECdt m services are
free from bl ocki ng concerns
wi thin a VAXcl uster system
the vast mgjority of
transactions do commit.
This factor pronpted an
optim zation that wites
a prepare record while
si mul taneously coll ecting
t he subordi nate votes.

This reduces commt-tine

| at ency.

No Comrit Log Wite.
The lazy commit | og
write optim zation
descri bed above causes
the internedi ate node's
comrmit record to be witten
and, thus, mnimzes the
potential for blocking

Loggi ng and Message Cost
Commit (2PC) Protocol

in the VM5 Operating System Kerne

shoul d the internedi ate
node fail. Note that this
is not a concern for the
i ntra- VAXcl uster case.
Therefore, no commit
record is witten at the
i nt er nedi at e node.

Per f or mance Eval uati on

Table 1

Tabl e 1 describes the

nmessage and | og wite costs
of the DECdtm services
protocol and conpares it

to the basic two-phase
commit protocol, as wel

as to the standard presuned
abort variant previously
descri bed. [8,9]

by Two- phase
Vari ant

Coor di nat or

I nternedi at e

Coordi nator Log Wite_ Message Log Wite_ Message
Basi ¢ 2PC: 2, 1 forced 2N 2, 2 forced 2
Presumed Abort: 2, 1 forced 2N 2, 2 forced 2
(RO i nternedi ate) 2, 1 forced 1N 0 1
Nor mal DECdt m 2, 1 forced 2N 2, 1 forced 2
(RO i nternedi ate) 2, 1 forced 1N 0 1
Intracluster: 2, 1 forced 2N 1, 1 forced* 2
(RO i nternedi ate) 2, 1 forced 1N 0 1



DECdt m_1PC: 0 1 -

Not es: nmust conpl ete before the
Log wites are total protocol nmakes a transition
wites, forced. The table to the next state.

entry 2,1 forced neans RO nmeans Read Only.

that there are two total
log wites, one of which
is forced. A forced wite
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Where a nessage is listed
as xN, N represents the
nunber of internediates
that fit that category.

* Forced neans that the

log wite is initiated
optimstically; thus, it
has | ower | atency.

Ease- of -use Eval uati on

A primary goal in providing
transacti on processing
primtives within the VMS
kernel was to supply nmany
di sparate applications with
a straightforward interface
to distributed transaction
managenment. This contrasts
with nost commercially
avail abl e systens, where
di stributed transaction
management functionality
is available only froma
transacti on processing
nmonitor. This latter form
restricts the functionality
to applications witten
to execute under the
control of the transaction
processing nonitor, and it
ef fectively precludes other
applications from maki ng
use of the technol ogy.

From t he outset of
devel opnent, we endeavored
to provide an interface
that was suitable for
as many applications as
possi bl e. We nade early
versi ons of the DECdtm
services available within
Digital to decrease

in the VM5 Operating System

These products are VAX
Rdb/ VMS, VAX DBMS, VAX
RMS Journal i ng, VAX ACMS,
DECi nt act, VAX RALLY, and
VAX SQL.

In general, the

nodi fications to these
products have been
relatively mnor, as m ght
be inferred fromthe short
time it took to make the
requi red changes. Based

on this experience, we
expect third-party software
vendors to rapidly take
advant age of the DECdtm
services as they becone
avail abl e as part of the
standard VMS operating
system

To incorporate the DECdtm
services into a recoverable
resource manager, the

exi sting internal
transacti on managenent
nodule with calls to the
DECdt m servi ces nust be
repl aced. The resource
manager must al so be

nodi fied to correctly
respond to the prepare

and comit call backs by the
DECdt m servi ces. Further,
the recovery |l ogic of the

resource nmanager nust be
nodi fied to obtain fromthe
DECdt m services the state
of "in doubt" transactions.

Exanpl e of DECdt m Usage

The nodel and pseudocode
presented in Figure 4
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the "time to market"

for software products

that wi shed to exploit

di stributed transaction
processi ng technol ogy.

As of July 1990, at | east
seven Digital software
products have been nodified
to use the DECdtm services.

Digital Technica

illustrate the use of
DECdt m services in a
sinmpl e exanple of a

di stributed transaction.
The transacti on spans
two nodes, NODE_A and
NODE_B, in a VMS network.
During the course of the
transaction, recoverable

Journal Vol. 3 No. 1 Wnter 1991
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resources managed by
resource managers, RM A
and RM B, are nodifi ed.

Two "application" prograns,
APPL_A and APPL_B, that

run on NODE_A and NODE B
respectively, make nornal
procedural calls to RM_

A and RM B. APPL_A and
APPL_B use an interprocess
conmuni cati on mechani sm

to comunicate information
across the network. The
DECdt m service calls are
prefixed with a dollar sign

(%).

The code for the resource
managers, RM A and RM B

is identical with respect
to calls for the DECdtm
services. The resource
manager routine, ROUTI NE
RM A EVENT, is invoked

by the DECdt m services
during transaction state
transitions.
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Concl usi ons

The addition of a

di stributed transaction
manager to the kerne

of the general - purpose
VMS operating system
makes distributed
transactions avail abl e

to a wi de spectrum of
applications. This

desi gn and i npl enentati on
was acconplished with
conparative ease and with
qual ity performance. In
addition to utilizing the
nost comonly descri bed
optim zations of the two-
phase commt protocol, we
have used optim zations
that exploit sonme of the
uni que benefits of the
VAXcl ust er system
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