The Design of the DEC 3000 AXP Systens, Two Hi gh-performance Workstations

1 Abstract

A fanmily of high-performnce 64-bit Rl SC workstations and servers based

on the new Digital Al pha AXP architecture is described. The hardware

i mpl enmentati on uses the powerful new DECchip 21064 CPU and enpl oys a

sophi sticated new systeminterconnect structure to achi eve the necessary
hi gh bandwi dth and | ow I atency cache, nenory, and I/O buses. The nenory
subsystem of the high-end DEC 3000 AXP Model 500 provides a 512KB secondary
cache and up to 1GB of nmenory. The |/ O subsystem of the Mddel 500 has

i ntegral two-di nensional graphics, SCSI, |SDN, and six TURBOCchanne
expansi on slots.

The DEC 3000 AXP system fami |y consists of both workstati ons and servers
that are based on Digital's Al pha AXP architecture.[1] The famly includes
t he desktop (DEC 3000 AXP Model 400) and desk-side and rack-nounted (DEC
3000 AXP Model 500) systens. The avail abl e operating systens are the DEC
OSF/ 1 AXP and the OpenVMS AXP systenms. All systens use the DECchip 21064
nm croprocessor. [ 2]

Table 1 gives the specifications for the three DEC 3000 AXP systens.

The DEC 3000 AXP systens are designed to be significantly faster than

all previous Digital workstations and to offer perfornmance conpetitive
with that of other reduced instruction set conputer (Rl SC) workstations
currently available. In general, RISC systens have | arger code sizes

and consequently require nore instruction-stream bandwi dth than conpl ex

i nstruction set conmputer (ClISC) systens. Further, 64-bit machines require
nor e data-stream bandwi dth than 32-bit machi nes. To conpl ement the power
of the DECchip 21064 microprocessor, the systens need a bal anced system
architecture, including a high-bandwi dth, |owlatency nmenory system and an
ef ficient, high-performance 1/0O subsystem

Tradi ti onal workstation designs that use a conmon system bus exhi bit

i ncreased nmenory | atency and reduced nenory bandwi dth due to system bus
contention. This is a special concern for designs using a | arge nunber of
hi gh-performance |1/ 0O devices. Increased | atency can also result fromthe
additional levels of buffering and system bus | oading comon to traditiona
architectures. Many system buses al so exhibit multiplexing between address
and data, leading to further performance degradati on.

To nmeet the goals of low nmenory |atency, high nmenory bandw dth, and nini nmal
CPU-1/0O nmenmory contention in a cost-conpetitive manner, the designers

i mpl enented the DEC 3000 AXP system architecture in an unusual way. They
chose to build the systeminterconnect frominexpensive application-



specific integrated circuits (ASICs), as shown in Figure 1. The ASICs act
as a crossbar between the CPU, nenory, and I/ O buses. Addresses and data
are switched i ndependently by the crossbar
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The system bl ock diagramin Figure 2 shows the system architecture of the
DEC 3000 AXP systens. The system crossbar in the center of the diagram

i s conposed of six ASICs, consisting of the ADDR ASIC, the TURBCchanne
(TC) ASIC, and four SLICE ASICs. The ADDR ASI C switches addresses between
the CPU, the nmenory, and the TC ASIC. The four SLICE ASICs switch data
between the CPU, the nenory, and the TC ASIC. The TC ASIC switches 1/0
addresses and data between the ADDR and SLI CE ASI Cs and the TURBCchanne
bus. Connected to the TURBCchannel bus are the various I1/O controllers,

i ncludi ng the dual small computer systens interface (SCSI) controller
ASIC, the general I/O controller ASIC, and the two-dinmensional graphics
accel erator ASIC (not present in DEC 3000 AXP Model 400 systens). In

addi tion, six TURBOCchannel option slots are available for expansion (three
slots in DEC 3000 AXP Model 400 systens).

2 CPU Modul e

The DEC 3000 AXP systens are conposed of two primary nodul es, the CPU
nodul e and the I/O nodul e. The CPU nodul e contains the processor, secondary
cache, control |ogic, TURBCchannel interface and, in the Mddel 500, the

t wo- di nensi onal graphics subsystem |t has connectors for the I/O nodul e,
four menmory not her boards, a |lights and switches nmodule (LSM, three
TURBCchannel options, and the power supply. Figure 3 shows the |ayout of

t he nodul e.

NOTE
Figure 3 (CPU Mddule) is a photograph and is unavail abl e.
3 CPU

The DECchi p 21064 nicroprocessor is the CPU of the DEC 3000 AXP systens.
On the Model 500, the CPU runs at 150 negahertz (MHz), and on the Mde
400, it runs at 133 WMHz. The processor is a superscalar, fully pipelined

i mpl ementation of the Al pha AXP architecture.[2] It contains two on-chip
8- kil obyte (KB) direct-nmapped caches, one for use as an instruction cache,
the other as a data cache. Both the integer and floating-point units are
cont ai ned on-chi p.

B- cache Subsystem

The system enpl oys a second-|evel cache (B-cache) to help mninize the
performance penalty of misses and wite throughs in the two relatively
smal |l 8KB primary caches of the DECchip 21064 processor. The B-cache is a
512KB, direct-mpped, wite-back cache. A direct-napped cache elimnates
the |l ogi c needed to choose anong the nultiple sets of a set-associative
cache, resulting in a faster cache cycle tine. A wite-back protocol was
sel ected because it reduces the anount of wite traffic fromthe B-cache to



mai n nmenory, |eaving nore main nmenory bandwi dth avail able for other nmenory
transactions.
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The bl ock size of the B-cache is 32 bytes, matching the block size of the
pri mary caches. The cache bl ock allocation policy used is to allocate on
both read miss and wite mss. Hardware keeps the cache coherent on direct
menory access (DMA) transactions; DMA reads probe the cache and DVA wites
update the B-cache (and invalidate the prinmary data cache).

The DEC 3000 AXP systens are designed to be uni processor systens, which
sinmplifies the cache controller design in a nunber of ways. For exanple,
since no other CPU s cache can contain a copy of a cache block, there

is no need to inplenent cache coherency constructs such as a shared bit.
Further, by |l oading the B-cache during the power-up sequence and keeping

it coherent during DMA by using an al ways-update protocol, cache blocks in
the B-cache are always guaranteed to be valid. This nethod elininates stale
data problens without needing to use a valid bit.

In addition to the cache nenory, the subsystem consists of the cache
controller, the main nmenory controller, and the protocol control |ogic for
menory access arbitration. A block diagram of the CPU and B-cache subsystem
is shown in Figure 4.

The B-cache is alternately controlled by the CPU and the external cache
controller. When controlled by the CPU, the cache may be read by the CPU in
five CPU cycles. The cache data bus width is 16 bytes, therefore two reads
are necessary to fill a cache block. The Mbdel 500 has a nmaxi nrum cache read
bandw dt h of 480 negabytes per second (MB/s). The cache may be written by
the CPUwith an initial tag probe |atency of five CPU cycles followed by

up to two wite cycles of five CPU cycles each. The Mddel 500 has a cache
write bandwi dth of 320 MB/s.

When a CPU probe msses in the B-cache, or when the CPU accesses the
external |ock register, control of the cache is turned over to the externa
cache controller. This logic controls filling the cache with the required
data from main nmenory, handing the data to the CPU during reads, nerging
CPU wite data into the cache on wites, and maintaining the contents

of the external cache tag and tag control store. In addition, this logic
mai ntains the architecturally defined | ock flag and | ocked physical address
regi ster, which can be used to inplenent software semaphores and ot her
constructs normally requiring atom c read-nodify-write nmenory transactions.

The control logic for the B-cache consists of two interlocking state
machi nes. These state machines control arbitration and decodi ng of
processor and |/ O subsystemrequests. They al so generate the contro
signal s needed to execute these requests to the CPU, B-cache, and nmin
menory.

The state nmachines prioritize and arbitrate requests from vari ous sources,
including the CPU, the 1/0O subsystem and the nenory refresh | ogic.



Arbitration is done according to a fixed priority. First priority goes
to DMA requests fromthe I/O subsystem Second priority goes to nenory

refresh requests. Lowest in priority are requests made by the CPU. The one
exception to this schene occurs at the conclusion of a DVMA transaction.

In this case, the first arbitration cycle foll owing the DMA changes the
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priority to nmenory refresh first, CPU request second, and DMA |last. This
guarantees that requests for CPU and nenory refreshes are granted during
heavy DMA traffic.

The | arger state machine, or main sequencer, exam nes the commnd
generated by the smaller state machine, or cycle decoder, and initiates
the control flow necessary to performthat conmand. Fifteen unique flows
are inplenented by the main sequencer. They are

0 Read cacheabl e nenory with/w thout victimblock

0o Wite cacheable nmenory with/w thout victimblock

o Wite noncacheabl e nenory (diagnostic use only)

o Full block wite cacheable nenory with/w thout victimblock

0 Tag space wite (diagnhostic use only)

0 Progranmed I/Oread/wite

o Load lock hit

o Store conditional hit

o0 Menory refresh

o DMA read/wite

When a cache m ss occurs and the new cache bl ock replaces a cache bl ock
that has been nodified, as indicated by the "dirty" status bit, the

di spl aced data is referred to as a "victimblock" or "victimdata."

The many variants of cacheabl e reads and writes provide optinmized flows
that maxi m ze the parallelismof cache accesses and nenory accesses. For
exanpl e, during the "read cacheable menmory with victimblock” flow, the
mai n sequencer reads the victimblock fromthe B-cache and stores it in the
SLICE ASICs in parallel with reading the new bl ock from main nmenory. The
same flow wi thout a victimblock nakes use of the main nmenory access tine
to update the tag store. The control flows for wites to cacheable nmenory
al so take advantage of this parallelism A further wite optimnization is
used when the cycle decoder determines that the entire cache block will be
written; in this case the data fromnenory is conpletely overwitten, and

therefore it is never fetched from nenory.

DVA fl ows are entered upon request of the DVMA controller in the I/O contro
section. DMA control flows start by asserting a "hold request" to the CPU



causing the CPU to cease B-cache operations within a specified tinme, after
which it asserts a "hold acknow edge" signal. It should be noted that the
CPU wi Il continue to execute instructions internally until such tine as it
experiences a mss in one of its internal caches, or it requires sonme other
external cycle.
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Each DMA wite to nmenory results in a probe of the B-cache for the DVA
target block, with a hit resulting in the B-cache bl ock being updated in
parallel with main nenory and the corresponding primry data cache bl ock
bei ng i nvalidated. DMA reads cause nmain nenory to be read in parallel with
probes and reads of the B-cache. |If a cache probe hits, the B-cache data
is used to fill the DVA read buffer in the SLICE ASICs; otherw se the main
menory data is used. In this manner, cache coherence is maintained.

4 Menory System and System Crossbar

The DEC 3000 AXP Model 400 and Mbdel 500 architecture supplants the
traditional systembus with a system crossbar constructed from ASI Cs.
Tightly coupled to the crossbar is the system nmenory. Three types of ASICs-
SLI CE, ADDR, and TC-formthe crossbar. SLICE and ADDR are di scussed next
and TC is discussed in the |/O Subsystem Interface section

SLI CE ASI Cs

The four SLICE ASICs are used strictly for data path; together they form

a 32-byte bus to main nenory, a 16-byte bus to the CPU and cache, and a
4-byte bus to the TC ASIC. It is helpful to think of the SLICE ASICs as a
train station for data with the data buses as train tracks. Data can cone
and go on any track, different tracks have different speeds and w dths,

and data can find tenporary storage in the ASICs. The SLICE ASICs provide
the systens with a location to buffer DMA, I/Oread, I/Owite, and victim
data while the data waits to travel the next leg of its journey. The use of
the SLICE ASICs also elinmnates one to two |evels of buffering between the
dynam ¢ random access nenories (DRAMs) and the CPU, thus decreasing | atency
and i nprovi ng bandwi dt h.

A key design decision was deternmining the width of the nmenory data bus. A
conventional design would have matched the width of the nmenory bus to the
wi dth of the cache bus (16 bytes). However, to reduce the nmenory | atency
of the second half of the cache block (cache line size is 32 bytes), the
systemreads the entire cache block fromnenory at once using a 32-hbyte
menory bus. This technique elimnates the additional |atency froma second
page- node read.

The DEC 3000 AXP Mobdel 500 returns the entire block to the cache and CPU
with an average | atency of only 180 nanoseconds (ns) fromthe CPU nmenory
request. In contrast, a |ess aggressive prelimnary design using a system
bus and 16-byte-w de nenory bus yiel ded an average nmenory | atency of 320
ns. The 32-byte nmenory bus costs little nore than a 16-byte bus-two | ow
cost ASICs, resistor packs, and sonme address fan-out parts.
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ADDR ASI C

The ADDR ASIC is a crossbar for addresses. ADDR sends addresses fromthe
CPU to nenory (CPU reads and wites), fromthe CPUto I/O (1/0O reads

and wites), and fromthe 1/Oto CPU and nenory (DMA reads and wites).
ADDR sel ects between CPU read, victimwite, and DMA addresses to send to
menory. A counter that increments DMA addresses on | ong TURBOchannel DMAs
al so resides in ADDR

ADDR provides a home to the nmenory configuration registers. At power-on
time, the boot firmvare wites and reads nenory space, determ nes the
menory configuration, and wites the configuration registers. At run tineg,
each nenory address maps into a uni que bank, regardl ess of the type and
order of the single in-line nenory nmodul es (SI Mvs) install ed.

ADDR al so provides a hone for mscellaneous functions such as tag parity
checki ng, refresh counter, and the | ocked physical address register. It
generates the cache probe index to check the cache tags for a hit or a mss
on DMA probes.
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Menory Mot her Board and SI MVs

The nmenory systemis conposed of nenory nother boards (MvBs) that rise
fromthe systemcard, and SI M. This arrangenent is a good solution to the
problemof |limted space on the systemnodule. It allows for a wide data
bus and for good signal integrity for short propagation times on the nenory
dat a bus.

As shown in Figure 5, an MMB nodul e supports up to eight SIML at a tine
(four SIMVs in Mddel 400 systens). A mininmumof two SIMMs is required for
each board. A system always contains four MvVBs. The MVBs act as a carrier
for the SIMM and al so contain drivers for address and control signals.

A total of 8, 16, 24, or 32 SIMvs (maxi mum of 16 in Mdel 400 systens) can
be plugged into the system SIMvs may be single- or double-sided with 10
DRAMs per side. Each side of a SIMM constitutes one eighth of a bank. Eight
SI MVs nust be plugged in to conplete a bank; hence the 320-bit-w de data
bus (4 bits per DRAM by 10 DRAMs per SIMM by 8 SIMVs). One negabit (M),
4Mo, and 16Mo DRAMs are supported, and users are allowed to popul ate banks
in any order. In this way, the DEC 3000 AXP Model 500 can support from 8MB
to 1 gigabyte (GB) of nenory, and the DEC 3000 AXP Model 400 can support
8MB to 512MB of nmenory.

Main nmenory is protected by a single-bit-correct, double-bit-detect error-
correcting code (ECC). In addition, the arrangenent of data bits all ows

the detection of any nunmber of errors restricted to a single DRAM chip. ECC
corrections for CPU transactions are perforned by the CPU, and corrections
for 1/O transactions are done in the TC ASIC

Menory Transactions

When data is stored in the B-cache by the CPU, it is not imediately sent
to menory. Data is witten to main nenory only when a dirty block in the
cache is replaced. Data destined for the cache is read from main nmenory
only on cache m sses. Reads to main nmenory, whether fromthe CPU or from
DMA, always return 32 bytes. On CPU reads of main nmenory, data is returned
to the cache and CPU in two hal ves by the SLICE ASICs. Likew se when the
B-cache control wites victimdata to nain nmenmory, two reads are nade of
the cache, but only one wite is nade to nmin nmenory.

On DMVA writes, 4 bytes of data arrive fromthe TURBOchannel interface ASIC
each cycle and are stored in the SLICE ASICs. The SLICE ASICs can buffer up
to 128 bytes of data prior to witing the data to main nmenory using page-
node wites, 32 bytes at a time. To nmintain cache/ nenory coherence, data
is also provided to the cache RAMs so that it nay be witten in the case of
a cache hit. On DVMA reads, up to 128 bytes of data are read page node out
of main nmenory and buffered in the SLICE ASICs. Data flows out to the TC



ASI C and the TURBOchannel bus at the rate of 4 bytes per cycle (100MB/s).
In the event of a cache hit, data is taken preferentially fromthe cache.
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The crossbar enploys a technique that pernits sinmultaneous transactions
fromCPU to main nenory and DMA. The TURBGCchannel bus supports DMA
transactions of up to 512 bytes in length. Once the DVA starts, the system
nmust be able to provide or receive data wi thout any gaps. However, while
the DMA buffer in the SLICE ASICs is sufficiently full (for DMA reads)

or enpty (for DMA wites), the CPUis allowed to use nenory. When the 1/0
controller detects that the buffer is too full or too enpty, it requests
menory tinme to service the DVA buffer. At this tinme, further CPU requests
are tenporarily ignored. This techni que prevents the CPU from bei ng | ocked
out of main nmenory, even during | ong DMA transactions and even though DVA
has priority over CPU transactions.

The crossbar also permts simultaneous wite transactions fromthe CPU to
main menory and fromthe CPU to an |I/O device. SLICE and ADDR ASI Cs can
buffer one I/Owite transaction of up to 32 bytes in size. Once the ASICs
have accepted the data and address, the cache and crossbar are free to
process other CPU transactions, which can include cache and nmai n nenory
reads and wites. If the CPU issues an I/Owite while a previous wite is
still pending in the ASICs, the cache controller sinply stalls.

5 1/0 Subsystem I nterface/ TURBCchannel ASIC

The I/ O systemis based on the TURBCchannel, a 32-bit high-performance,

bi directional, nultiplexed address and data bus devel oped by Digital for
wor kstations.[3] The DEC 3000 AXP supports up to six plug-in options,

as well as the integral smart frame buffer (SFB) graphics ASIC, the I/0O
controller (IOCTL) ASIC, and the TURBCchannel dual SCSI (TCDS) ASIC. The
TURBCOchannel bus is synchronous and requires only five control signals in
each direction between the system and the option cards.

The systeminterfaces to the TURBOchannel bus by a data-path TC ASIC and
control logic contained in a nunmber of programmble array |ogic devices
(PALs). The TC ASIC conpl etes the system crossbar by passing addresses

bet ween the TURBOchannel bus and the address ASIC, and passing data

bet ween t he TURBOchannel bus and the SLICE ASICs. Furthernore, the TC ASIC
checks and generates parity on the TURBOchannel, and checks, corrects,

and generates ECC on the data bus to the SLICE ASICs. Parity checking of
TURBOchannel data is optional and is enabled on a per-option basis through
a configuration register in the TC ASIC. Finally, the TC ASIC contains

a nunber of counters for tracking DMA progress, as well as configuration
and error registers. Al control logic was inplenmented in PALS to mnim ze
the inmpact to the project schedul e of any design changes. The TURBOchanne
interface block diagramin shown in Figure 6.

There are two types of TURBOchannel operations: the systeminitiates |/0O
reads and wites, and the options initiate DVA reads and wites. On an I1/0O
operation, the system sends the 1/0O address fromthe ADDR ASIC to the TC



ASIC, and fromthere to the TURBCchannel. For I/O reads, the option returns
data on the TURBCchannel. This data passes through the TC ASIC and over
the bus to the SLICE ASICs. The system i ncl udes sonme special hardware for
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byte masking of I1/O read data. This hardware is used to provide support for
VMEbus adapters.

For 1/Owites, the system sends data fromthe SLICE ASICs across the

data bus to the TC ASIC. The TC ASIC then sends it to the option over the
TURBCOchannel . The DEC 3000 AXP workstation supports a block wite extension
to the original TURBOchannel protocol. In this node, the system supplies a
single address followed by nmultiple consecutive data transfers for inproved
I/Owite performance. This extension is also configurable on a per-option
basis through the TC configuration register

The TURBOCchannel protocol specifies that before any option can use the

bus for DMA, it nust issue a request to the system The DEC 3000 AXP
architecture enploys an arbitration scheme using rotating priority that
prevents any option from being | ocked out. After being granted the bus, the
option supplies a DVMA address on the TURBOchannel bus. This address routes
through the TC ASIC and onto the address ASIC. In the case of a DVA write,
data i mMmediately follows the address on the TURBOchannel. This data passes
through the TC ASIC and onto the data bus to the SLICE buffers.

DVA reads are nore conplicated than wites because the TURBOchannel bus
does not transmt ahead of tinme the nunmber of bytes of data to be read from
menory. lnstead, it continues to assert its read request signal for as |ong
as it is requesting data. The SLICE buffers begin to fill up with DMA data
and only when they can guarantee that there will be no gaps in the DVA wil |
the data transfer start. The TC ASIC receives the read data fromthe SLICE
ASI Cs and sends it onto the TURBCchannel to the requesting option

Virtual DVMA allows the systemto map noncontiguous regions of physica
address space into contiguous regions of virtual address space. This nethod
al l owns TURBOchannel options to transfer |arge bl ocks of DVMA data w t hout
know edge of how that data is mapped in the physical address space in

mai n menory. Virtual DMA enhances operating system performance because

the menory mapping is performed before the transfer of DVA data

The DEC 3000 AXP workstation supports virtual DVMA through the use of a
scatter/gather (SG map, which acts as a translation buffer. SG mapping is
enabl ed on a per-option basis through the configuration register in the TC
ASIC. The SG map is organi zed as 32K 24-bit entries. Each entry contains a
17-bit physical page nunber (PPN), parity, and valid bit. Software sets up
the map through 1/O space reads and wites. DVA byte address hbits [27: 13]

i ndex the SG map, which produces a 17-bit PPN (bits [29:13]) to append to
the virtual DMA byte address bits [12:0]. The resulting 30-bit physical DVA
byt e address can then address all 1GB of the possible system address space.
An S/IG map is shown in Figure 7.
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6 |1/0 Subsystem

Most of the 1/O subsystemis inplenented on its own nodule. This I/O
nodul e, shown in Figure 8, contains the connectors for attachnment unit
interface (AU) Ethernet, 10Base-T Ethernet, Integrated Services Digita
Network (I SDN), alternate consol e/serial printer, nouse/keyboard,

comuni cations, internal and external SCSI, three TURBCchannel options,
and audi o nmodul e port. The various |I/O controllers interface to the
TURBCchannel through one of three ASICs. These ASICs are the smart franme
buffer (SFB) on the CPU nodul e and the TURBCchannel dual SCSI (TCDS) ASIC
and the /O controller (I1OCTL) ASIC on the I/O nodul e.

NOTE
Figure Figure 8 (1/0O Module) is a photograph and is unavail abl e.
I /O Modul e-1 OCTL ASI C

A key 1/ 0 subsystem desi gn decision was to reduce tine-to-nmarket by

el i m nating unnecessary new hardware and software devel opnent. To support
nost of the I/0O functionality, the designers chose the | OCTL ASI C devel oped
for the DECstati on 5000 Mbdel 240.

The I OCTL ASIC provides an interface to a 16-bit, general -purpose 1/0

bus, which supports the follow ng devices: two Zilog Z85C30 seria

comuni cations controllers (SCCs), an AMD 7990 | ocal area network
controller for Ethernet (LANCE), a Dallas sem conductor DS1287 real -tine
cl ock, an AVMD 79C30A | SDN data controller (IDC), a SCSI controller, and an
AMD 27C020 256KB erasabl e programmabl e read-only nmenory (EPROV) .

The SCCs i npl enent the keyboard, nouse, alternate console/printer, and
comuni cations ports. The nobuse and keyboard do not use DMA. The alternate
consol e/ printer and the commrunications port do use DMA

The LANCE i nplenents the Ethernet interface, which connects to the |oca
area network (LAN) through either the AU (thickw re) or 10Base-T (tw sted-
pair interconnect [TPIC]) connectors. Software controls which one of these
interfaces is enabl ed.

The real -tinme clock provides tine-of-year (TOY) reference and 50 bytes of
nonvol atile RAM A lithium battery supplies power in the event of system
power-of f or failure.

The IDC inplenments both an | SDN i nterface and tel ephone-quality audio.
The audi o connects to the audio interface nodule (AIM, which provides
the audio I/Oin the Mdel 500. Audio I/Oin the Mddel 400 is on its I/0O
nodul e.



The AIM on the Mdel 500 supports audio input through either a 1/8-inch

m nijack for mcrophone input, a 4-pin nodular jack (M) connector for

use of a tel ephone handset, or an RCA-style phonograph jack used as a
line-in input. Qutput is provided by the M} connector as well as by a 1/8-
i nch stereophonic jack. The stereophonic jack accepts only a stereophonic
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pl ug. If nonophoni c headphones are used, a nono-to-stereophonic adapter is
required. On the Model 400, audio input and output is inplenented using a
4-pin M} connector

Anal ysis of the conplete audio systemin a Mdel 500 shows a frequency
response of 145 Hz to 3,500 Hz, with typical distortion in the 0.8 percent
to 1.9 percent range for the m crophone and 0.4 percent to 1.5 percent for
the tel ephone handset. The signal-to-noise ratio ranged from 24 deci bel s
with a mniml signal input to 58 decibels with a high-level signal input.

I/ O Modul e- TCDS ASI C

Al t hough the I OCTL ASIC contains an interface to a SCSI controller, the
DEC 3000 AXP systens inplenment their SCSI interface using the TCDS ASIC.
Thi s design has several advantages. First, the TCDS ASI C supports two

SCSI ports rather than the one supported by the I1OCTL ASIC, pernitting
separate internal and external SCSI chains. Second, this design elimnates
contention between the Ethernet controller and the SCSI controller for

the I OCTL bus. Third, the TCDS ASI C supports nuch | onger TURBOchannel DMVA
bursts (64-byte bursts rather than 16-byte bursts). Finally, the resulting
ASI C design is used to inplenment a dual SCSI TURBCchannel option nodul e.

The TCDS ASIC inplenments two separate SCSI ports using two NCR 53C94
advanced SCSI controllers (ASCs). The TCDS allows both controllers to have
DVA transfers in progress sinultaneously.

TCDS TURBOchannel DMA transactions are aligned 64-byte blocks. Starting DVA
addresses that are not aligned to these boundaries begin with a smaller

DMA transaction. This technique aligns the address so that succeedi ng
transactions are aligned 64-byte bl ocks. Large, aligned transactions

i ncrease both TURBOCchannel and menmory access efficiency.

The TCDS ASI C and the ASCs provide odd parity protection on nmajor data
paths. This protection includes 8-bit parity on the 16-bit bus between the
TCDS and the ASCs, 32-bit parity on TCDS DVA buffer entries, and 32-bit
parity on TURBOchannel transactions, both I/O and DVA.

7 Graphics

The graphi cs subsystem on the Mddel 500 system card provides integra

8- pl ane graphics with hardware enhancenents for inproved frame buffer
performance. These enhancenents increase the performance of stipple, line
drawi ng, and copy operations. The graphics system consists of an SFB ASI C,
2MB video RAM and the Brooktree Bt459 RAMDAC chip for sourcing the 8-

pl ane RGB data. The user can select either a 66-Hz or a 72-Hz nonitor
refresh rate through a switch on the back of the workstation. The graphics
subsystem can draw 615K two-di mensi onal vectors per second and can perform



copy operations at 31.8MB/s.
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The graphi cs subsystemis avail able separately as the TURBOCchannel HX
graphics option card. In addition, high-performance two-dinmensiona
and t hree-di mensi onal graphics accelerators are avail abl e through the
TURBCchannel bus for all systens.

8 Clock System

The input clock circuitry to the DECchip 21064 CPU contains a differentia
300-MHz oscillator (266 MHz for the Model 400), which drives an alternating
current (AC) decoupling circuit and the CPU chip. The CPU chip divides down
the input clock frequency by a factor of two and operates internally at 150
MHz. The DEC 3000 AXP Model 500 is capable of supporting a 200-MHz CPU with
a 400- MHz oscill ator

The entire system with the exception of sone |I/O devices, runs
synchronously. The master systemclock is generated by the CPU chip at

a frequency of 25 MHz (22 MHz for the Model 400), resulting in system
clock cycles of 40-ns duration. This master systemclock is duplicated
and distributed with differential pseudo-emitter coupled logic (PECL) to
mai ntain m ni mum skew and to i nprove noi se margin. The PECL cl ocks are
converted to transistor-transistor logic (TTL) in the |last stage of the
cl ock fan-out tree.

Two stages of system clock fan-out are used as shown in Figure 9. Two
MC100E111 ECL cl ock buffer chips (PECL input and output) provide 18

| ow- skew di fferential copies of the clock. Seventeen MC1L00H641 ECL-t o-

TTL converters (PECL input, TTL output) are distributed throughout the
system and |1/ 0O boards to provide nore than 100 clock lines. Al clock
lines are length nmatched to reduce skew, and PECL wires are separated
fromTTL. Wbrst-case SPICE sinulation indicates a skew between typica
conmponents such as PALs to be 1.5 ns. Actual skews neasured in the lab are
approximately 0.5 ns.

To give designers maximum flexibility, four phases of the system cl ock
are generated, one every 10 ns. Delay lines are used to generate an offset
of 10 ns. By swapping the high and low differential inputs to selected
MC100H641 converters, the 20- and 30-ns del ayed cl ocks are generat ed.

The master systemclock is delayed using delay lines so that the eventua
system clock is synchronous with the CPU chip

9 Technol ogy

The goal in choosing sem conductor devices was to select mature silicon

t echnol ogi es and then push those technologies to the limt. Mdule- and
chip-level signal integrity was verified by correlating silicon bench
characterization data to device simnulation nmodul es. CAD tools were used
to performworst-case nodule timng and signal integrity simulation. This



nmet hodol ogy mini m zed device costs, reduced risks, and shortened tine-to-
mar ket .
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The nine ASICs in a DEC 3000 AXP workstation use six unique 1.0-nicroneter
conpl ement ary net al - oxi de semi conduct or (CMOS) designs. (See Table 2.)

Pl astic quad flat packs (PQFP) are used as the packagi ng technology to
limt device cost. Because the ASICs are |I/Olimted and the PQFPs do

not have ground planes, the effects of sinultaneous sw tching outputs
(SSCs) were a concern. The potential effects of SSOs in CMOS out put buffers
i nclude corrupted data and undesirable oscillations. Sinulation and bench
characterization were used to quantify the SSO effects, and in sonme cases
SSOGs were reduced by staggering output driver tinng.

Al t hough ASICs were chosen for the data path, PALs were used for contro
logic due to their greater flexibility and faster turnaround tine. A

total of 63 20XX (5 ns) and 22V10 (10 ns) PALs with 57 different codes

was used. Exhaustive systemlevel sinmulation and bench characterizations
were performed to understand device behavior in the nmany different |oading
scenari os.

The CPU board technol ogy proved noderately difficult for systemleve
assenbly due to the | arge di stance between the fine-pitch (25 ml)
conponents. There are 19 fine-pitch conponents on the 14- by 16-inch

CPU board, with a maxi mum di stance of 14 inches between any two devi ces.
Wth this | arge di stance, an aggressive, true positional dianeter (TPD)
tol erance requirenment of 6 mls was inplenented. TPD is defined as the
total diameter of perm ssable nmovenment from a theoretical exact |ocation
around the true position of the pads. This TPD requirenment ensures proper
positional accuracy between the sol der paste stencil apertures and the
surface-nount features. In addition, solder mask between pads on the fin-
pitch conmponents is used to reduce manufacturing defects.

To reduce power and cost, the slower DEC 3000 AXP Mbdel 400 design
substitutes CMOS technol ogy for the Bi CMOS cache SRAMs and for many of
t he bi pol ar PALs.

10 Power and Packagi ng

The followi ng fixed disk drive options are currently avail abl e.

o Rz25 3.5-inch hal f-height 426MB di sk drive

o Rz26 3.5-inch hal f-height 1050MB di sk drive

The foll owi ng renpvabl e nedia options are al so avail abl e.

0 RRD42 5.25-inch hal f-height 600MB CD-ROM dri ve

o0 RX26 3.5-inch hal f-height 2.8WMB fl oppy disk drive



0 TZK10 5.25-inch hal f-height 525MB Q C tape drive
0 TLZ06 5.25-inch hal f-height 4000MB DAT drive
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The Mbdel 500 has a 480-watt output, off-line, swi tching regul ated power
supply, which includes a capacitor-input, automatic voltage-sel ecting
circuit to permit worldw de operation w thout a voltage-sel ect junper for
120 or 240 volt (V) input. The power supply provides five outputs to the
load: +3.3 V, +5.1 V-CPU, +5.1 V-turbo, +12.1 V, and -12.1 V.

The power supply also provides power for three external fans. Tenperature-
sensing fan speed control is provided to reduce system noi se. The power
supply senses tachonmeter outputs fromthe fans, and when a fan fails, it
shuts down and illum nates an indicator

11 Manufacturability/ Testability

The designers provi ded several debugging features, including test points
on the nodule, tristate outputs on ASICs and PALs, an on-board di agnostic
ROM and progranmabl e console ROM Since the nmodule is conposed al nost
exclusively of surface-nmount devices, the designers specified as nmany vias
as possible for use as test points. Consequently, all wires on the board
have test points, which allows for 100 percent short-circuit coverage and
94 percent open-circuit coverage.

The DEC 3000 AXP workstation takes full advantage of the serial ROM port on
the DECchi p 21064 CPU. This port allows code to be directly | oaded into the
i nstruction cache. During prototype devel opnent, designers | oaded specia
debug programs into the CPU through this port. However, the real innovation
isin also wiring this port to the output of a 64K by 8 EPROM on t he nodul e
to provide 8 progranms that are individually selectable by noving a junper
on the nodule. On systemreset, serial programdata fromthe sel ected EPROM
output is loaded into the instruction cache. These prograns include power-
up code for loading the real console, a nminiconsole, and five diagnostic
programs for testing nenory and the graphics subsystem Oher tests are
avail abl e by replacing the EPROM These prograns are of great value in the
manuf act uri ng debug envi ronment.

Two flash EPROVs contain the console code for the system On power-up, code
in the serial ROM | oads the console code into nenory and begi ns executing
it. Users can easily update the console ROVs (for exanple, to provide PAL
code enhancenents) through a special utility booted off a CD- ROM connect ed
to the system Field service can update the console code in the system
renmotely through the Ethernet.

12 Concl usi ons

The primary goal of this project was to design a bal anced systemthat
exhibited |l ow menory | atency, high nmenory bandwi dth, and nminimal CPU-1/0
menory contention in a cost-effective nmanner. Table 3 gives the nmeasured
pef ormance nunbers for these characteristics. Except where noted, al



nunbers are for sustained performance. Of particular note are the nunbers
showi ng that the CPU receives significant nmenory bandwi dth even in the
presence of heavy block I/O and DMA traffic
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Anot her goal of the project was to offer performance that is conpetitive
with RI SC workstations avail able from other vendors. The benchmark
performance of any system derives fromthe interdependent performance

of the hardware, the operating system and the conpilers that generate

the application code. The benchmark performance shoul d i nprove as each

el enent matures. Table 4 shows the performance of the DEC 3000 AXP systens
on a selected set of benchmarks as of the announcenent dates of these
products. Table 5 conpares the performance of the DEC 3000 AXP Mbydel 500
to the published performance of several currently avail abl e conpetitive
systens. [ 4]
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