The ULTRI X | npl enent ati on of DECnet/ OSI

1 Abstract

The DECnet/OSI for ULTRI X software was devel oped to allow the ULTRI X
operating system and ULTRI X workstation software systens to operate in

a multivendor, multiprotocol network based on open standards. |t operates
in a conpl ex networking environment that includes OSI, DECnet Phase |V,

X. 25, and TCP/IP protocols. BSD sockets and protocol switch tables provide
the entry points that define interfaces for protocol nodul es. The DECnet
/OSI for ULTRIX software incorporates Digital's Enterprise Managenent
Architecture, which provides a framework on which to consistently nmanage
the vari ous conponents of a distributed system The DECnet/OSI for ULTRI X
software provides a set of powerful tools and a systemthat can be extended
to include new functions as they are incorporated in the OSI standard.

DECnet/ OSI for ULTRI X is an end system inplenentation that supports the
open systems interconnection (OSI) protocol through the Digital Networking
Architecture (DNA) Phase V software. This inplenmentation provides severa
features and programi ng environnments that are consistent with the

UNI X system phi |l osophy of networking. Ease of use, extensibility, and
portability were key design goals during product devel opnent. Operation of
DECnet/ OSI for ULTRI X software in a conplex networking environment provides
coexi stence and interaction with the transm ssion control protocol/internet
protocol (TCP/IP), DECnet Phase IV, X 25, and nultivendor OSI networKks.

The paper "Overview of Digital's Open Networking" (in this issue) provides
a suitable introduction to DECnet/OSlI concepts.[1] For nore details
concerni ng standard Berkeley Software Distribution (BSD) networking
concepts, the reader is referred to the general references listed at the
end of this paper.

Thi s paper provides an overvi ew of DECnet/OSI for ULTRI X software. It

di scusses sonme of the design decisions made during product devel opnent,

i ncludi ng the use of protocol switch tables. It describes the systenls
five communi cation domai ns, enphasizing the X 25, data link, and OSI

domai ns. The paper continues with a di scussion of application programrng
interfaces, interfaces into kernel nodul es, and a network managenent
interface established for extensibility. It concludes with a description of
net wor k managenent and network confi guration.

2 System Overvi ew
DECnet/ OSI for ULTRI X is an end system inplenentati on of the OSI network

architecture and Digital's DNA Phase V. The DNA Phase V architecture
provi des a framework for incorporating OSI protocols as defined by the



International Organi zation for Standardization (1SO into DECnet/ OSI
products. DECnet/COSI for ULTRI X software is integrated into the ULTRI X
kernel and | ayered on existing ULTRI X interfaces. This software allows the
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ULTRI X operating system and ULTRI X workstation software (UAS) systens to
operate in a multivendor, nultiprotocol network based on open standards.

The DECnet/OSI for ULTRI X software provides the foll owing network services:

o Base networking software, which includes transport services, network
| ayer services, X. 25, and |local area and wi de area device driver support
as described in the | SO Ref erence Model and DNA. [ 2]

o Network management software, incorporating the Digital Enterprise
Managenment Architecture.

o Application programm ng interfaces to support user devel opnent of
di stributed applications.

0 DECnet application software. DNA session control bridges DECnet
applications such as file transfer (dcp,dls,drm, renote | ogin (dlogin),
and nmail to transport |ayer services.

o DECdns, Digital's distributed name service, which provides a |ocation-
i ndependent naming facility. This service is used by DNA session contro
to provi de node nane-to-address transl ations.[3]

o Digital's distributed tinme service, DECdts. This time synchronization
service is required by many distributed applications such as DECdns to
mai ntain a consistent tinme base for their operations.

0 OsSl applications software, including file transfer, access, and
management (FTAM and virtual termnal protocol (VTP) support.

3 System Goal s and Devel opnent

A maj or goal of DECnet/OSI for ULTRI X was to support |large rultivendor

mul ti protocol networks, including coexistence of OSI and TCP/IP on an
ULTRI X UMAS system Coexistence includes the ability to share system
resources and to provide a consistent set of services to users of both

the OSI and internet protocols. Another goal was to provide connectivity
between OSI and TCP/I P networks through the inplenmentations of gateways and
hybri d stacks.

Interoperability between DECnet/ OSI and DECnet Phase |V products was
required to nmaintain connectivity during network transition to OSI. A
framework for the devel opment of new OSI applications such as FTAM was
anot her requirenment. As in the DECnet-ULTRI X Phase |V inplenentation
programm ng and user interfaces needed to be consistent with the ULTRI X
and UNI X systens environnent.



Wher ever possible, code was to be shared with other devel opment projects.
For this reason, software devel opnment engi neers used the C progranmm ng

| anguage and ained to produce a portable inplenentation. This was
particularly inmportant for the X. 25 inplenentation, which would be used
in other products. The code was structured to mnimze systemspecific
references and dependenci es. Code that interfaced directly to the BSD
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system was isolated in separate nodul es, and use of systemspecific devices
such as tiners and buffers was hi dden behi nd generic macros or subroutines.

In addition, the software was designed to be extensible so that future
0S|I protocols could be added. To achi eve extensibility, interfaces were
establ i shed between the various conponents. These include application
programm ng i nterfaces, interfaces into each kernel nodule, and a

net wor k managenent interface. New protocols could be nore easily added
by supporting these interfaces.

DECnet/ OSI for ULTRI X devel opnment began with a collection of eight distinct
projects, each with its own goals, schedules, and priorities. These
projects were devel oped across engi neeri ng organi zati ons, and spanned three
continents. They consisted of X 25, w de area device drivers, FTAM VTP
DECdt s, DECdns, OSI applications kernel (OSAK), and the DECnet/COSlI base
conmponents.

Early in devel opnent, it was realized that no individual project could be
successful w thout achieving success at a systens |evel for the DECnet/ OSI
for ULTRI X product. This realization caused a change in the way the DECnet
/OSI for ULTRI X projects approached engi neering devel opment. Qur focus
switched to providing a conmpbn set of goals and one integrated schedul e.
Priorities for individual projects were reevaluated in the context of the
system goal s and schedule. It was critical to have a set of well-defined
interfaces; any change to these interfaces could have a nmgjor system

i mpact. Communi cation between all projects was essential. A significant
anount of time was built into the schedule for systemintegration, as wel
as conponent integration.

4 Kernel Networking Environnment

The DECnet/OSI for ULTRI X kernel inplenmentation was designed to be
consistent with other ULTRI X networki ng i npl enentations such as the TCP
/1P and Local Area Transport (LAT). The networking structure is based on
t he BSD networ ki ng subsystem [ 4]

The ULTRI X networ ki ng environnent allows protocol conponents to be

i nsul ated fromeach other. One inportant aspect of this networking system
is the use of protocol switch tables. These tables contain the entry

poi nts for various protocol nodules in the system as shown in Figure 1
DECnet/ OSI for ULTRI X uses these entry points to define interfaces for

each protocol module. This nmeans that there are no direct calls from one
protocol conponent into another, an inportant consideration when new | ayers
nmust be integrated. Mreover, one protocol nmodul e does not access another's
dat abases. Information is accessed froma nmodule only through the defined

i nterface.



I nsul ating protocol nodules fromeach other is advantageous for various

reasons. As long as a protocol nodule supports a generic interface, it
can act as a service provider for nultiple users, which allows a systemto
support nultiple configurations. For exanple, X 25 or high-level data |ink
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control (HDLC) may be configured into the kernel only when those services
are needed. New protocol nodules can be easily added. |f token ring support
is added as one of the broadcast devices, using the same interface as the
carrier sense multiple access with collision detection (CSMA CD) and fi ber
distributed data interface (FDDI) nodules, little or no change will be
required to the network | ayer.

Modul arity is anot her advantage. Conplexity can be reduced and probl ens can
be isolated nore easily when interfaces between each protocol nodule are
carefully defined. For exanple, defining a network nanagenent interface for
each protocol renoves the requirenment for network managenent to access
protocol nodul e databases directly. Network nanagenent code does not

need to understand the internal organization of a nodule or the | ocking
strategies that nay be required to access the data.

To make use of the protocol switch table entry points, sonme ninor
enhancenents were required. An extension was nade to the control output
interface to allow requests from kernel -1 evel protocol nodul es and network
managenment. The interface was further extended to all ow protocol nopdul es

to use a port option to identify thenselves as clients of the service
provider, to acquire information fromthe service provider, or to nmodify
the service provider's behavior. Network nanagenent uses a different option
passed through the control output interface to manage kernel entities.

The control input interface was al so enhanced. This interface provides
two argunments: a request and a pointer to one or nore argunents to be
interpreted as a function of the request. Originally, this routine was
used to notify IP of events, where each event had its own uni que request
value. To all ow DECnet/COSI protocols to use this interface wi thout adding
several new request val ues, a general-purpose request was introduced.
This request is used by a service provider to interrupt one or nore of
its clients to informthem of a change in service. As part of the argunent
list, the service provider passes a value indicating the exact nature of
the event being conmuni cated. As an exanple, the network |ayer uses this
mechanismto informthe transport |ayer nodul es of a change to the set of
network addresses. Sinmilarly, X 25 uses this interface to provide status
about specific network connections.

The ULTRI X/ BSD networ ki ng system organi zes protocols into conmunication
domai ns. The purpose of a conmunication domain is to group together conmon
properties necessary for process-to-process conmunication. As an exanpl e,
the X. 25 donmain was designed to provide a full set of X 25 services that
can be selected by client protocols. It includes the socket and protoco
switch table interfaces necessary for user-level and kernel-level clients,
X. 25 accounting, profile loading, and trace utilities.

The conponents of DECnet/OSI for ULTRI X may be conbined in different ways



dependi ng on the configuration requirements of individual customers. A
nmul ti pl e domai n approach was chosen to allow the various products and
their devel opnent to be separated from one another. For exanple, network
managenment software was placed in a separate domain to allow the X 25 and
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wi de area network device driver (WANDD) products to be managed wi t hout
installing DECnet/OSI for ULTRIX. Simlarly, the OSI domain protocols may
operate without the X 25 or WANDD products configured into the system

Fi ve donmi ns were established:

1. The DECnet domain (AF_DECnet) is retained to provide backward
conpatibility to existing DECnet-ULTRI X Phase |V applications.

2. The data link domain (AF_DLI) contains all the data |ink protocols,
i ncludi ng Logical Link Control (ISO 8802-2), CSMA CD, FDDI, and HDLC.
For DECnet/OSl for ULTRI X, the AF_DLI donmin provides access to the
drivers for kernel modules as well as user applications.

3. The X 25 domain (AF_X25) contains the protocols necessary to access X. 25
net wor ks.

4. The OSI domain (AF_OSI) contains the higher-Ilevel DECnet/CSI protocols,
i.e., DNA session control, network services protocol (NSP), OSI
transport, DNA Phase V routing.

5. The network managenent donmain (AF_NETMAN) contains all the network
managenment functions. These functions can be used to manage any DNA
net wor ki ng product.

Dat a Li nk Donmi n

Under DECnet-ULTRI X Phase |V, the routing protocol nmodul e accessed the
drivers directly. In the OSI inplenentation, data link interface (DLI)
nodul es interface to the device drivers and act as service providers to
network | ayer clients such as routing. This decision was made to nmininize
speci fic DECnet/OSI support needed in the ULTRI X operating system device
drivers. This allows changes to be made nore easily, and it provides a
central location for cormon data |ink protocol code as well as network
managemnment code.

The AF_DLI dommin provides a common interface to broadcast data |inks

such as CSMA CD and FDDI. Modul es i npl enenti ng new broadcast data |ink
technol ogi es can be added at any tine by confornming to the DLI interface.
DLI provides support for 1SO 802.2 class |, type 1 functions; these may be
used by any broadcast module. O her 802.2 classes are handl ed by passing
frames directly to the client nodul e.

The point-to-point protocols consist of HDLC and the Digital data
comuni cati ons nmessage protocol (DDCMP). ULTRIX relies on the DDCMP support
provi ded by hardware devices. However, a DDCMP software nodul e exists to
interface these devices to network managenent. HDLC, on the other hand, is



entirely inplenmented as a software nodul e operating over a device driver.
Simlar interfaces are provided by each protocol.
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X. 25 Domai n

To ensure consistency with the goals and requirenments of DECnet/CSI for
ULTRI X, several design alternatives were considered for integrating

X.25 into ULTRI X, including porting a previous Digital inplenentation

of X. 25, the VAX Packet Switch Interconnect. These alternatives were

rej ected because they were not consistent with the DECnet/OSI for

ULTRI X i mpl enment ati on and BSD networking in general. A new version of

X. 25 was inplenmented in the C |anguage using the protocol switch table
infrastructure. This approach provided enough flexibility to allow the
ULTRI X X. 25 code to be easily ported to other product environnents such as
t he WANr out er 250.

The X. 25 conmponents of DECnet/OSlI for ULTRI X are provided as part of a

wi der X. 25 strategy that can support nultiple protocol suites, such as
DECnet/ OSI, TCP/IP, and International Business Machi ne Corporation's
Systens Network Architecture (SNA). Under DECnet/COSI for ULTRI X, X. 25 is
used in two configurations. It provides the connection oriented network
services (CONS) support to the OSI transport |ayer (ISO 8208, |SO 8878),
and it can be used as a subnetwork for the connectionless network service
(CLNS) layer. When used with TCP/IP networks, X.25 can be used as a
subnetwork for the I P (Request for Conment [RFC] 877).

The interface to X 25 services was designed to be accessed by other kerne
conmponents. The protocol switch table was used to inplenent this interface.
Conmponents such as OSI connectionl ess network protocol and OSI transport
make direct use of the kernel protocol switch interface with no intervening
software | ayer.

Access by user-level applications to X. 25 occurs through the BSD socket
interface. The processing requirements of the socket |ayer and the kerne

| ayer provided by the protocol switch are considerably different. To reduce
the conplexity of the kernel interface, an X 25 socket converter nodul e

was provi ded. The socket converter nodul e nmanages issues such as queuing
data at the socket interface and converting between protocol switch table
routi nes and socket-layer calls. The converter nodule is treated as a
client of the kernel interface.

Direct access to the X. 25 kernel interface fromIP was not possible due

to TCP/ I P devel opnent constraints. Instead, an | P device converter was
supplied with ULTRI X X. 25. This X. 25-1P interface nodul e appears as a
device driver to IP. Furthernore, IP can be configured to use X 25 without
requiring changes to the TCP/IP software. The pseudo-driver establishes an
X. 25 call when data is sent to the X 25 device. After the |IP data has been
transmitted, the X 25 connection is maintained to reduce the overhead and
cost of X 25 call setup when the next |IP data packet is sent. Configuration
of the X. 25 I P device is performed using standard ifconfig managenent



comands.
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OSl Dommi n

The AF_OSI domain contains the routing nodule, the transport nodul es, and
DNA session control. The routing nmodule is an end system i npl ementation
that adheres to the Digital Network Architecture (Phase V) Network Routing
Layer Functional Specification, version 3.0.0. It provides support for the
| SO Connectionl ess Network Service (I1SO 8473), End Systemto Internedi ate
System Routi ng Exchange Protocol (1SO 9542), and Phase IV routing. "Ping,"
a network | oopback function specified in {ital Amendnent X: Addition of an
Echo Function to |1 SO 8473) and in RFC 1139, is provided as a diagnhostic
tool to test network access to a node.

Routing can be configured to operate over the data link entities previously
mentioned as well as X. 25. As an end system DECnet/0OSlI for ULTRI X does not
route protocol data units (PDUs). It can, however, operate over multiple
circuits sinultaneously, which allows | oad bal ancing across circuits and
networ k redundancy. Phase V routing is capable of autoconfiguring to one or
nore networ k addresses. [ 5]

OSl transport (1SO 8072, |1SO 8073) and NSP are the two transport nodul es
supported. Both can be configured to operate over CLNS. However, only

OSl transport can be configured to operate over CONS/ X. 25. OSI transport
class 4 is supported over CLNS, and classes 0, 2, and 4 are supported over
CONS/ X. 25. OSl transport also provides a connectionless transport service
(CLTS) to its users. CLTS is a datagram service that operates over CLNS.

0S| transport supports two client interfaces and NSP supports one. Both
support an interface to DNA session control supplied by the protocol swtch
table entry points. OSI user applications directly access OSI transport

t hrough X/ Open transport interface (XTl).[6] XTI specifies a transport
service interface that is independent of the transport provider. On

the ULTRI X i npl enentation, XTI is a library interface inplenmented using

the socket layer. It is discussed in nore detail later in the section
Application Programm ng | nterfaces.

OSl transport can have multiple clients, and it identifies each client by
an address called the transport selector. When OSI transport processes an
i ncom ng connect request, it uses the selector to determ ne which client
shoul d receive notification of the request.

The DNA session control protocol engine was inplenmented as part of NSP for
t he DECnet- ULTRI X Phase IV release. It is now inplenmented as a separate
entity to allow operation over nmultiple transports (NSP and OSI transport).
This nmodification created a subtle problem DNA session control resides
between the transport |ayers and the socket |ayer. However, both transport
nodul es and DNA session control need access to the socket. DNA session
control needs access when perforning connection control, and the transport



nodul es need access when appending transnmit or receive buffers to the
socket queues. Since the socket is actually open to DNA session control, a
mechani smwas created to relay the socket pointer to the transport nodul es.
This information is passed through the control output interface as part of
the port option.
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5 Application Progranm ng |Interfaces

To ease the transition of applications from Phase |V to DECnet/ OSI

the Phase IV socket interface and programring library were retained.
Applications using these interfaces will continue to work. This all ows
programmers time to nodify their applications to use the new interfaces and
the capabilities provided with DECnet/OSI for ULTRIX.

New application programring interfaces (APlIs) were devel oped. These
APl's include a DNA Phase V session control programming library, an X 25
programm ng library, an X 25 socket interface, and an XTI interface.
They all ow programmers to wite network applications that use DECnet/ OSI
capabilities.

DNA Session Control Library

Through the use of the DNA Phase V session control library and DECdns,
applications can provide |ocation-independent services to the network. DNA
session control stores information about an application and its services
in an object in the DECdns namespace. Client applications can access

these services by referencing the object nanme wi thout know ng the current

| ocation of the service.

DNA Phase V session control applications also have the option of operating
over various transport services and network services. The library gives

the application progranmer the flexibility of specifying the particular
combi nation of services to be used. As an alternative, the library can
deternmi ne the possible combinations of protocols that are supported on

both the local and renpte systenms. This is done by accessing the addressing
i nformati on stored in DECdns for each of these systens. |f any conbi nations
of protocols exist, DNA session control tries each of themin succession
until a connection is established.

The DNA Phase V session control programming library is designed to be
extensible. Instead of using a calling sequence with nunmerous paraneters,
one paraneter is passed on all calls. This paraneter is an extensible data
structure that consists of both input and output argunments. It allows new
argunents to be added by appending fields to the end of the data structure.

The library is designed to support nultithreaded application devel opnent.
If a threads programring interface is supported on the ULTRI X operating
system progranmers are able to wite applications that have multiple
control paths executing in parallel. This is useful in witing a network
server application that frequently needs to handl e requests frommultiple
clients. A single server application can process requests in paralle

i nstead of creating additional processes to service each request.

Mul tithreaded support in the library was acconplished by renoving the



use of static and global data by the library. Information is returned in
dynami cally allocated nenory, which the applications are responsible for

freeing.
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X. 25 Interfaces

Two programrng interfaces are provided for the X 25 conmponent. A socket
interface is provided for full access to X 25 features in a manner
conpatible with BSD UNI X. This allows applications to make use of a direct
socket interface to both TCP/IP and X 25.

An X. 25 programming library was created to provide a portable programing
interface that could be used for access to X 25 across current and future
Digital inplenentations. The format of calls to the X. 25 |ibrary was
constructed on lines nore conpatible with the interface defined in the DNA
X. 25 access architecture than that avail able through the socket interface.

XTIl Library

The XTI library has been extended to provide a franmework for devel opi ng
OSl applications. XTI provides a transport-independent progranmm ng
interface that is standard across UN X operating systems. On ULTRI X,

XTI was inplenmented to provide a portable interface for witing TCP/IP
applications. In DECnet/CSI for ULTRI X, the inplenentation was extended
to provide support for OSI transport, including both connection oriented
transport service (COTS) and CLTS. In addition to supporting the standard
XTIl calls, service routines were inplemented. These routines provide a
mechani smto build and access addressing informati on needed within XTI. The
addressing informati on consists of transport selectors, network addresses,
and internet ports.

Support for the Internet RFC 1006 specification was al so added to the XTI
library.[7] This specification allows OSI applications to run over the TCP
/1P protocol suite. RFC 1006 defines a nmechanismfor OSlI transport class

0 (TPO) nessages to be mapped across a TCP connection. OSI applications
can be written to conmuni cate over either TCP/IP networks or OSI networKks,
usi ng the same API.

An RFC 1006 daenopn was inplenmented to work in conjunction with the XTI
library to handl e incom ng connection establishment. To allow multiple

OSl applications to bind to the sane RFC 1006 TCP port, a sinple protoco
exchanges file descriptors and a few basic nessages between the XTI library
and the daenon, using UNI X dormai n sockets. RFC 1006 specifies that a TCP
connection be conpleted and a TPO connect request be received before an

OSl application server can be selected to process the incom ng connect. The
daenon hides the TCP connection and effectively blocks the OSI application
server until the TPO connect request occurs.

6 Network Managenent

DECnet/ OSI network nanagenent is conpletely different fromthe nanagenent



provi ded for DECnet Phase IV. It is based on the Enterprise Managenent
Architecture (EMA), which provides a framework to consistently manage the
various conponents making up a distributed system[8] DECnet/OSI for ULTRI X
net wor k managenent consists of a director, an event |ogger, an agent access
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nodul e, and an agent for each nmanageabl e protocol entity. Figure 2 shows
t he network managenent environment.

The director, network control |anguage (NCL), provides the user interface
that all ows network managenment commands to be entered. NCL encodes the

net wor k managenent conmands using the conmon managenent i nfornmation
protocol (CM P). The encoded directives are passed to the commpn nanagenent
listener (CM.). CM., in turn, passes the directives to the appropriate
agent in a formthe agent can understand. On the ULTRI X i npl enent ati on,
when the connection between NCL and CML is local, a pipe is used. Wien NCL
needs to connect to a remote CM., an OSI network connection is established.

The event |ogger (EVL) takes event nessages generated by agents and sends
themto either a local sink or a renpte event sink. A local sink is a
process that is executing locally, but a renpte event sink is executing

on a system el sewhere in the network. In the latter case, the CMP protoco
is used to convey the event nessage. Events are typically displayed on the
console or in a file.

The DECnet/OSI for ULTRI X network managenent inplenmentation is designed to
be modul ar and extensible. The data dictionary, a key conmponent, describes
all the managenent attributes of each entity. The data dictionary is a
dynam cal |y extensi bl e database and is used by all network managenent
applications. NCL uses the data dictionary to parse command |ines and

di splay output. CM. uses the data dictionary to decode/ encode CM P

protocol nessages fromto NCL, and EVL uses it to display an event locally.
I nformati on about new attributes or entire entities can be added to the
data dictionary wi thout nodifying the network managenent applications. Thus
| ayered products can easily add support for new nanageabl e objects.

The network managenent environment in DECnhet/OSlI for ULTRIX is essentially
a nmessage passing schene, as shown in Figure 2. Like the data dictionary,
it was designed to be extensible and generic. Al manageabl e, DNA-
architected entities use this environment. At the core is a switch, kerne
CM.. Kernel CM. passes nessages between user CML and any DNA entity. User
CM. and kernel CML communi cate through the socket |ayer. User-|evel agents,
in turn, comrunicate with CM. using the socket-layer interface, and kernel -
| evel agents conmunicate with CML through the control output routine for
the entity.

User-1 evel agents can send multiple responses to a single request, but
kernel -1 evel agents can send only one response per request. Because user-

| evel agents reside in process space and are separated by the socket

| ayer, their transactions can be asynchronous. Transactions of kernel-

| evel agents, on the other hand, must be synchronous. When called, they
nmust process the request and return a single response. \Wenever multiple
responses are to be returned, as in a wild-card operation, the agent relies



on being invoked again by kernel CM. for each of the response nessages.
Thi s progranm ng precludes the possibility of exhausting system buffers
whi l e conveying informati on about a | arge nunber of subentities. Kerne
CM. stops requesting additional responses froma kernel entity when it

10 Digital Technical Journal Vol. 5 No. 1, Wnter 1993



The ULTRI X | npl enent ati on of DECnet/ OSI

detects that the socket receive queue is full. Once there is nore room on
the queue, it resunes the wld-card operation

The network managenent environment provides a core set of routines as

an aid to processing and building the syntax for each nessage. It also
provi des routines that assist in wld-card processing. Agents that nake
use of these routines need not be aware of the physical structure of

each nessage. This has several benefits. It provides a conmon set of

code that is not duplicated fromentity to entity. If there is a problem
it is corrected in one |location instead of several. Also, it makes the

i mpl ementation nore portable. The nessage passing scheme uses the |oca
operating system s network buffers. When changi ng from one operating system
to another, the buffering needs to change only in the conmon code and not
in each of the agents.

Entities my need to originate event nessages bound for the EVL. The
mechani sm providing this support is basically the same as the nessage
passi ng schenme previously described. A kernel EVL switch receives event
messages fromeither a user-level or kernel-Ilevel agent and passes the
event up to its counterpart through the socket layer. Wth this nechani sm
however, nessages flowin only one direction, fromthe entity to the event
| ogger.

In DECnet/OSl, sone significant architectural changes were made to

t he mai nt enance operations protocol (MOP). As in Phase |V, the current

i mpl ement ati on supports down-line | oading and up-1line dunmpi ng over FDDI and
CSMA/ CD devi ces. These functions are now perforned by using the MOP version
4.0 protocol over |SO 8802-2 or MOP version 3.0 over Ethernet. As part of

i mpl ementing the new protocol, support for down-line |oading CMP scripts
was added. These are used by renpte systens such as DECnet/OSlI routers to
perform network managenent initialization. Client information is kept in a
MOP- speci fi ¢ dat abase. By keeping entity-specific informtion nodul ar and
distinct, the DECnet/OSI for ULTRI X MOP inplenentation is consistent with
EMA. This contrasts with the DECnet-ULTRI X Phase |V inpl enentation, which
stores MOP client information in the DEChet nodes database.

7 Applications Supported

The DECnet Phase |V applications continue to be provided with the
DECnet/ OSI for ULTRI X product. These include the file transfer utility,

dcp, the renpte terminal utility, dlogin, and the mail utility. These
DECnet applications have been nodified to use the DECnet/COSI for ULTRI X
programm ng i nterface and to take advantage of the new DNA Phase V
capabilities. They can accept DECdns full names for node nanes and run

over both the NSP and OSI transport. The DECnet-internet gateway is al so
provi ded as part of the product. The gateway provides bidirectional network
access between DECnet and internet systems. It allows DECnet and TCP/IP



users to comruni cate through their respective file transfer, renote |ogin,
and mail facilities.
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New OSI applications were witten to provide simlar capabilities to

t he DECnet applications. They allow users to access files and term na
emulation in a multivendor environnent. These OSI applications include
FTAM VTP, and X. 29 terninal support. Just as the DECnet-internet gateway
is provided, OSI applications provide their own gateways to link OSI and
i nternet.[9]

ULTRI X X. 25 includes X. 29 term nal support. A packet assenbl er/di sassenbl er
(PAD) provides outgoing access. Thus PAD allows terninal ermulation for

X. 25 connections to renote hosts in much the sane way that the VTP does in
a full OSlI stack. For incomng X 29 calls, a UNI X daenpn creates an X. 29

| ogin process or activates an application based on X 29.

8 Installation and Configuration

DECnet/ OSI for ULTRI X networki ng software allows the use of OSI addressing
and access to gl obal naming services. It provides new network managenent
utilities and the ability to configure a network stack in many different
ways. For exanple, in configuring X 25, many attributes can be set to allow
conformance to many public and private packet-switched data networks. The
new capabilities add a degree of conplexity to the process of configuring
the networking software. To sinmplify this process, configuration was
separated frominstallation. Installation occurs when files are noved from
the distribution nedia to the target system Configuration is the process
of providing information to nake the networki ng subsystem operati onal

The ULTRI X DECnet/OSI and X. 25 setup utilities provide two nodes of
configuration, basic and advanced. The DECnet/OSlI for ULTRI X setup

basi c configuration process asks a limted nunmber of questions and is
designed for the user who will be installing DECnet/OSI for ULTRI X on a
wor kstation connected to a | ocal area network. The advanced configuration
process and X. 25 setup utility provide nore configuration choices for the
net wor k manager who will be installing DEChet/OSlI for ULTRIX in a server
configuration, or who will require nore detailed network configurations.

X. 25 and wide area network device driver setup utilities supply a nechanism
for configuring TCP/IP or DECnet/OSI for ULTRI X to run over X 25 or
synchronous data links. For a nmore unified approach to configuring an CSI
stack, these setup utilities are integrated with the DECnet/COSI for ULTRI X
setup advanced process. These setup utilities add a |ogical abstraction
above the EMA, which helps to reduce conplexity. For each manageable entity
on the system NCL scripts are generated through default assunptions and
responses to configuration questions.

Net work configuration is acconplished with shell scripts and network
managenment scripts. These nmechanisns initialize manageable entities.
At system start-up, the decnetstartup script is executed fromw thin



rc.local. This invokes the various NCL scripts to configure the networking
software. One or nore NCL scripts can be nodified i ndependently of the
configuration utilities to change attributes of the nmanageable entities.
As an alternative, the setup utilities can be rerun to nmodify the scripts.
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In addition, responses to configuration questions are stored in a file to
provi de default answers to sinplify subsequent reconfiguration

9 Sunmary

The design of DECnet/OSI for ULTRI X was a chal | engi ng endeavor that
resulted in a rich set of capabilities and a systemon which to build new
functions. It operates in a conpl ex networking environment that includes
OSl, DECnet Phase IV, X. 25, and TCP/IP protocols. DECnet/0OSlI for ULTRI X
software allows OSI applications to function in TCP/IP networks. RFC 1006
supports the operation of OSI applications using TCP/IP connections, and
RFC 877 allows TCP/IP to be configured over X. 25. In addition, a set of
gateways all ows intercomuni cation between DECnet/OSI and TCP/ | P networKks.

The DECnet/OSI for ULTRI X system was al so designed to be extended to

i nclude new functions as they are incorporated into the OSI standards.

New protocol conponents can be added and used wi thout changi ng existing
conponents or network managenent. In addition, the software was designed to
be portable. The DECnet/OSI for ULTRI X software has been ported to the DEC
OSF/ 1 AXP operating system and DECnet/OSI version 1.0 for DEC OSF/ 1 AXP
was released in March 1993.

DECnet/ OSI for ULTRI X denpnstrates Digital's continuing commitment to
provi de the OSI protocol on platforns based on open systens. The ULTRI X
systemwas the first end systemto include products that followed the
DNA OSI strategy. These systenms can interoperate with either DECnet Phase
IV systens or other OSI systens. As with DECnet Phase |V, DECnet/OSI for
ULTRI X continues to provide a set of conponents consistent with the UN X
phi | osophy of networKking.
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