Di gital Audi o Conpression

1 Abstract

Conpared to nost digital data types, with the exception of digital video,
the data rates associated with unconpressed digital audio are substanti al
Digital audio conpression enables nore efficient storage and transm ssion
of audio data. The many fornms of audi o conpression techniques offer a range
of encoder and decoder conplexity, conpressed audio quality, and differing
anounts of data conpression. The -law transformati on and ADPCM coder are
si npl e approaches with | owconpl exity, |ow conpression, and nedi um audi o
quality algorithnms. The MPEQ audi o standard is a high-conplexity, high-
conpression, and high audio quality algorithm These techniques apply to
general audio signals and are not specifically tuned for speech signals.

2 Introduction

Digital audio conpression allows the efficient storage and transm ssion of
audi o data. The various audi o conpression techniques offer different |evels
of conplexity, conmpressed audio quality, and amount of data conpression

This paper is a survey of techniques used to conpress digital audio
signals. Its intent is to provide useful information for readers of al

| evel s of experience with digital audio processing. The paper begins with a
summary of the basic audio digitization process. The next two sections
present detailed descriptions of two relatively sinple approaches to
audi o conpression: -law and adaptive differential pulse code nodul ati on.
In the followi ng section, the paper gives an overview of a third, much
nor e sophi sticated, conpression audio algorithmfromthe Mtion Picture
Experts Group. The topics covered in this section are quite conplex

and are intended for the reader who is famliar with digital signa
processi ng. The paper concludes with a discussion of software-only real -
time inplenentations.

3 Digital Audio Data

The digital representation of audio data offers many advantages: high noise
immunity, stability, and reproducibility. Audio in digital formalso allows
the efficient inplenmentation of many audi o processing functions (e.g.

m xing, filtering, and equalization) through the digital conputer.

The conversion fromthe analog to the digital domain begins by sanpling
the audio input in regular, discrete intervals of tine and quantizing the
sanpl ed values into a discrete nunber of evenly spaced |evels. The digita



audi o data consists of a sequence of binary val ues representing the nunber
of quantizer levels for each audi o sanple. The nethod of representing each
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sanple with an i ndependent code word is called pul se code nodul ati on (PCM.
Figure 1 shows the digital audio process.

According to the Nyquist theory, a tine-sanpled signal can faithfully
represent signals up to half the sanmpling rate.[1] Typical sanpling rates
range from8 kilohertz (kHz) to 48 kHz. The 8-kHz rate covers a frequency
range up to 4 kHz and so covers nobst of the frequencies produced by the
human voi ce. The 48-kHz rate covers a frequency range up to 24 kHz and
nore than adequately covers the entire audible frequency range, which

for humans typically extends to only 20 kHz. In practice, the frequency
range i s sonewhat |less than half the sanpling rate because of the practica
system limtations.

The nunber of quantizer levels is typically a power of 2 to nake ful

use of a fixed nunber of bits per audio sanple to represent the quantized
values. Wth uniform quantizer step spacing, each additional bit has the
potential of increasing the signal-to-noise ratio, or equivalently the
dynam ¢ range, of the quantized anplitude by roughly 6 decibels (dB). The
typi cal nunber of bits per sanple used for digital audio ranges from8

to 16. The dynamic range capability of these representati ons thus ranges
from48 to 96 dB, respectively. To put these ranges into perspective, if O
dB represents the weakest audi ble sound pressure level, then 25 dB is the
m ni mum noi se level in a typical recording studio, 35 dB is the noise | eve
i nside a quiet hone, and 120 dB is the |oudest |evel before disconfort
begins.[2] In terns of audio perception, 1 dB is the m ni num audi bl e change
in sound pressure |level under the best conditions, and doubling the sound
pressure | evel amounts to one perceptual step in |oudness.

Conpared to nost digital data types (digital video excluded), the data
rates associated with unconpressed digital audio are substantial. For
exanpl e, the audio data on a conpact disc (2 channels of audio sanpled

at 44.1 kHz with 16 bits per sanple) requires a data rate of about 1.4
nmegabits per second. There is a clear need for sone form of conpression to
enable the nore efficient storage and transni ssion of this data.

The many forns of audio conpression techniques differ in the trade-offs
bet ween encoder and decoder conplexity, the conpressed audio quality,

and the anpunt of data conpression. The techni ques presented in the

foll owi ng sections of this paper cover the full range fromthe -law, a

| ow- conmpl exity, |ow conpression, and medi um audio quality algorithm to
MPEG audi o, a high-conplexity, high-conpression, and high audio quality

al gorithm These techniques apply to general audio signals and are not
specifically tuned for speech signals. This paper does not cover audio
conpression al gorithns designed specifically for speech signals. These

al gorithnms are generally based on a nodeling of the vocal tract and do not
work well for nonspeech audio signals.[3,4] The federal standards 1015 LPC
(l'inear predictive coding) and 1016 CELP (coded excited linear prediction)



fall into this category of audi o conpression.
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The -law transformation is a basic audio conpression techni que specified by
the Comté Consultatif Internationale de Tél égraphi que et Tél éphoni que
(CCITT) Recomendation G 711.[5] The transformation is essentially
logarithmic in nature and allows the 8 bits per sanple output codes to
cover a dynam c range equivalent to 14 bits of linearly quantized val ues.
This transformation offers a conpression ratio of (number of bits per
source sanple)/8 to 1. Unlike linear quantization, the logarithmic step
spaci ngs represent |ow anplitude audio sanples with greater accuracy than
hi gher-anplitude val ues. Thus the signal-to-noise ratio of the transforned
output is nmore uniformover the range of anplitudes of the input signal

The -law transformation is

where m= 255, and x is the value of the input signal normalized to have

a mexi mum val ue of 1. The CCITT Reconmendation G 711 al so specifies a
simlar A-law transformation. The -law transformation is in compn use

in North America and Japan for the Integrated Services Digital Network

(1 SDN) 8- kHz-sanmpl ed, voice-grade, digital telephony service, and the A-law
transformation is used el sewhere for the | SDN tel ephony.

4 Adaptive Differential Pulse Code Mdul ation

Figure 2 shows a sinplified block diagram of an adaptive differential pulse
code nodul ati on (ADPCM coder.[6] For the sake of clarity, the figure

omts details such as bit-streamformatting, the possible use of side

i nformati on, and the adaptati on bl ocks. The ADPCM coder takes advantage

of the fact that nei ghboring audi o sanples are generally sinilar to each
other. Instead of representing each audi o sanple independently as in PCM
an ADPCM encoder computes the difference between each audio sanple and its
predi cted val ue and outputs the PCM value of the differential. Note that

t he ADPCM encoder (Figure 2a) uses nobst of the components of the ADPCM
decoder (Figure 2b) to conpute the predicted val ues.

The quantizer output is generally only a (signed) representation of the
nunber of quantizer levels. The requantizer reconstructs the val ue of

the quantized sanple by multiplying the number of quantizer |evels by the
quanti zer step size and possibly adding an offset of half a step size.
Dependi ng on the quantizer inplenentation, this offset nay be necessary to
center the requanti zed val ue between the quantization threshol ds.

The ADPCM coder can adapt to the characteristics of the audio signal by
changi ng the step size of either the quantizer or the predictor, or by
changi ng both. The method of conputing the predicted value and the way the
predi ctor and the quantizer adapt to the audio signal vary anong different
ADPCM codi ng systens.

Some ADPCM systens require the encoder to provide side information with
the differential PCM values. This side information can serve two purposes.
First, in some ADPCM schenmes the decoder needs the additional information



to determ ne either the predictor or the quantizer step size, or both.
Second, the data can provi de redundant contextual information to the
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decoder to enable recovery fromerrors in the bit streamor to allow random
access entry into the coded bit stream

The foll owi ng section describes the ADPCM al gorithm proposed by the
Interactive Multinmedia Association (IMA). This algorithmoffers a
conpression factor of (number of bits per source sanple)/4 to 1. Other
ADPCM audi o conpressi on schenmes include the CCITT Reconmendation G 721

(32 kilobits per second conpressed data rate) and Recommendati on G 723 (24
kil obits per second conpressed data rate) standards and the conpact disc

i nteractive audi o conpression algorithm/[7, 8]

The | MA ADPCM Al gorithm The IMA is a consortium of conputer hardware and
sof tware vendors cooperating to develop a de facto standard for conputer
mul ti medi a data. The IMA's goal for its audio conpression proposal was

to select a public-domain audi o conpression algorithmable to provide
good conpressed audio quality with good data conpression performance. In
addition, the algorithmhad to be sinple enough to enable software-only,
real -time deconpression of stereo, 44.1-kHz-sanpled, audio signals on a
20- negahertz (MHz) 386-cl ass conputer. The sel ected ADPCM al gorithm not
only neets these goals, but is also sinple enough to enable software-only,
real -ti me encodi ng on the sane conputer

The sinplicity of the I MA ADPCM proposal lies in the crudity of its

predi ctor. The predicted value of the audio sanple is sinply the decoded
val ue of the imedi ately previous audi o sanple. Thus the predictor block in
Figure 2 is nmerely a tine-delay el ement whose output is the input del ayed
by one audi o sanple interval. Since this predictor is not adaptive, side
information is not necessary for the reconstruction of the predictor

Figure 3 shows a bl ock diagram of the quantization process used by the
I MA algorithm The quantizer outputs four bits representing the signed
magni tude of the nunber of quantizer levels for each input sanple.

Adaptation to the audi o signal takes place only in the quantizer block
The quantizer adapts the step size based on the current step size and the
quanti zer output of the imediately previous input. This adaptation can
be done as a sequence of two table | ookups. The three bits representing
the nunber of quantizer levels serve as an index into the first table

| ookup whose output is an index adjustnent for the second table | ookup
This adjustnment is added to a stored index value, and the range-linmted
result is used as the index to the second table | ookup. The sumed i ndex
value is stored for use in the next iteration of the step-size adaptation.
The output of the second table |ookup is the new quanti zer step size. Note
that given a starting value for the index into the second table | ookup
the data used for adaptation is conpletely deducible fromthe quantizer
outputs; side information is not required for the quantizer adaptation
Figure 4 illustrates a block diagram of the step-size adaptation process,



and Tables 1 and 2 provide the table | ookup contents.
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| MA ADPCM Error Recovery. A fortunate side effect of the design of this
ADPCM schene is that decoder errors caused by isolated code word errors or
edits, splices, or random access of the conpressed bit stream generally do
not have a di sastrous inpact on decoder output. This is usually not true
for conpression schenes that use prediction. Since prediction relies on the
correct decoding of previous audio sanples, errors in the decoder tend to
propagate. The next section explains why the error propagation is generally
limted and not disastrous for the I MA algorithm The decoder reconstructs
the audi o sanple, Xp[n], by adding the previously decoded audi o sanpl e,
Xp[n-1]to the result of a signed magnitude product of the code word, C[n],
and the quantizer step size plus an offset of one-half step size:

where C [n] = one-half plus a suitable nuneric conversion of C[n].

An anal ysis of the second step-size table | ookup reveals that each
successive entry is about 1.1 tinmes the previous entry. As |long as range
limting of the second table index does not take place, the value for step_
size[n] is approximately the product of the previous value, step_size[n-1],
and a function of the code word, F(C[n-1]):

The above two equations can be mani pul ated to express the decoded audio
sanmple, Xp[n], as a function of the step size and the decoded sanpl e val ue
at time, m and the set of code words between tinme, m and n

Note that the terns in the summation are only a function of the code

words fromtime mtl onward. An error in the code word, C[q], or a random
access entry into the bit streamat tinme q can result in an error in the
decoded output, Xp[q], and the quantizer step size, step_size[q+l]. The
above equation shows that an error in Xp[m anounts to a constant offset
to future values of Xp[n]. This offset is inaudible unless the decoded

out put exceeds its perm ssible range and is clipped. Clipping results in a
nmonment ary audi bl e distortion but also serves to correct partially or fully
the offset term Furthernore, digital high-pass filtering of the decoder
out put can renove this constant offset term The above equation al so shows
that an error in step_size[mtl] anpbunts to an unwanted gain or attenuation
of future values of the decoded output Xp[n]. The shape of the output wave
formis unchanged unless the index to the second step-size table |ookup is
range limted. Range linmiting results in a partial or full correction to
the value of the step size.

The nature of the step-size adaptation linmts the inpact of an error in
the step size. Note that an error in step_size[ml] caused by an error

in a single code word can be at nobst a change of (1.1)[9], or 7.45 dB in
the value of the step size. Note also that any sequence of 88 code words
that all have nmagnitude 3 or less (refer to Table 1) conpletely corrects
the step size to its mnimmvalue. Even at the | owest audio sanpling rate



typically used, 8 kHz, 88 sanples correspond to 11 nilliseconds of audio.
Thus random access entry or edit points exist whenever 11 nilliseconds of
| ow | evel signal occur in the audio stream
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5 MPEQ Audi o Conpression

The Mdtion Picture Experts G oup (MPEG audi o conpression algorithmis an
I nternational Organi zation for Standardization (1SO standard for high-
fidelity audio conpression. It is one part of a three-part conpression
standard. Wth the other two parts, video and systens, the conposite

st andard addresses the conpression of synchronized video and audio at a
total bit rate of roughly 1.5 nmegabits per second.

Li ke -1 aw and ADPCM the MPEG audi o conpression is |ossy; however, the
MPEG al gorithm can achi eve transparent, perceptually |ossless conpression.
The MPEG audi o committee conducted extensive subjective |istening tests
during the devel opnent of the standard. The tests showed that even with

a 6-to-1 conpression ratio (stereo, 16-bit-per-sanple audi o sanpled at

48 kHz conpressed to 256 kilobits per second) and under optinmal |istening
conditions, expert |listeners were unable to distinguish between coded and
original audio clips with statistical significance. Furthernore, these
clips were specially chosen because they are difficult to conpress. Gew n
and Ryden give the details of the setup, procedures, and results of these
tests.[9]

The high performance of this conpression algorithmis due to the
exploitation of auditory masking. This masking is a perceptual weakness

of the ear that occurs whenever the presence of a strong audi o signal nmakes
a spectral nei ghborhood of weaker audi o signals inperceptible. This noise-
maski ng phenonenon has been observed and corroborated through a variety of
psychoacousti c experinents.[10]

Enmpirical results also show that the ear has a limted frequency
selectivity that varies in acuity fromless than 100 Hz for the | owest
audi bl e frequencies to nore than 4 kHz for the highest. Thus the audible
spectrum can be partitioned into critical bands that reflect the resolving
power of the ear as a function of frequency. Table 3 gives a |isting of
critical bandw dths.

Because of the ear's linmted frequency resolving power, the threshold for
noi se maski ng at any given frequency is solely dependent on the signa
activity within a critical band of that frequency. Figure 5 illustrates
this property. For audi o conpression, this property can be capitalized

by transform ng the audio signal into the frequency domain, then dividing
the resulting spectruminto subbands that approximate critical bands, and
finally quantizing each subband according to the audibility of quantization
noi se within that band. For optinml conpression, each band shoul d be
quantized with no nore | evels than necessary to nmake the quantization noise
i naudi bl e. The followi ng sections present a nore detail ed description of
the MPEG audi o al gorithm
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MPEG Audi o Encodi ng and Decodi ng

Figure 6 shows bl ock diagranms of the MPEG audi o encoder and decoder.[ 11, 12]
In this high-level representation, encoding closely parallels the process
descri bed above. The input audi o stream passes through a filter bank

that divides the input into multiple subbands. The input audio stream

si mul t aneously passes through a psychoacoustic nodel that determ nes

the signal-to-nmask ratio of each subband. The bit or noise allocation

bl ock uses the signal-to-mask ratios to decide how to apportion the tota
nunber of code bits available for the quantization of the subband signals
to minimze the audibility of the quantization noise. Finally, the |ast

bl ock takes the representation of the quantized audio sanples and fornmats
the data into a decodable bit stream The decoder sinply reverses the
formatting, then reconstructs the quantized subband val ues, and finally
transforns the set of subband values into a tinme-domain audi o signal. As
speci fied by the MPEG requirenents, ancillary data not necessarily rel ated
to the audio streamcan be fitted within the coded bit stream

The MPEG audi o standard has three distinct |ayers for conpression. Layer

| fornms the nost basic algorithm and Layers Il and Il are enhancenents
that use sone elenments found in Layer |. Each successive |layer inproves
the conpression performance but at the cost of greater encoder and decoder
conpl exity.

Layer |. The Layer | algorithmuses the basic filter bank found in al

| ayers. This filter bank divides the audio signal into 32 constant-

wi dth frequency bands. The filters are relatively sinple and provide

good tine resolution with reasonable frequency resolution relative to

the perceptual properties of the human ear. The design is a conproni se
with three notable concessions. First, the 32 constant-w dth bands do

not accurately reflect the ear's critical bands. Figure 7 illustrates

this discrepancy. The bandwidth is too wide for the | ower frequencies so

t he nunber of quantizer bits cannot be specifically tuned for the noise
sensitivity within each critical band. Instead, the included critical band
with the greatest noise sensitivity dictates the nunmber of quantization
bits required for the entire filter band. Second, the filter bank and

its inverse are not |ossless transformations. Even wi thout quantization
the inverse transformati on woul d not perfectly recover the original input
signal. Fortunately, the error introduced by the filter bank is small and
i naudi bl e. Finally, adjacent filter bands have a significant frequency
overlap. A signal at a single frequency can affect two adjacent filter bank
out puts.

The filter bank provides 32 frequency sanples, one sanple per band, for
every 32 input audio sanples. The Layer | algorithm groups together 12
sanpl es from each of the 32 bands. Each group of 12 sanples receives a
bit allocation and, if the bit allocation is not zero, a scale factor



Codi ng for stereo redundancy conpression is slightly different and is

di scussed later in this paper. The bit allocation detern nes the nunber
of bits used to represent each sanple. The scale factor is a nultiplier
that sizes the sanples to maxim ze the resolution of the quantizer. The
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Layer | encoder formats the 32 groups of 12 sanples (i.e., 384 sanples)
into a frane. Besides the audio data, each frame contains a header, an
optional cyclic redundancy code (CRC) check word, and possibly ancillary
dat a.

Layer Il. The Layer |l algorithmis a sinple enhancenment of Layer |. It

i mproves conpression performance by coding data in | arger groups. The Layer
Il encoder forms frames of 3 by 12 by 32 = 1,152 sanpl es per audi o channel
Whereas Layer | codes data in single groups of 12 sanples for each subband,
Layer Il codes data in 3 groups of 12 sanples for each subband. Again

di scounting stereo redundancy coding, there is one bit allocation and up to
three scale factors for each trio of 12 sanples. The encoder encodes with a
uni que scal e factor for each group of 12 sanples only if necessary to avoid
audi bl e di stortion. The encoder shares scale factor val ues between two

or all three groups in two other cases: (1) when the values of the scale
factors are sufficiently close and (2) when the encoder anticipates that
tenporal noise masking by the ear will hide the consequent distortion. The
Layer Il algorithmalso inproves performance over Layer | by representing
the bit allocation, the scale factor values, and the quantized sanples with
a nore efficient code.

Layer II11. The Layer 11l algorithmis a nmuch nore refined approach.[13, 14]
Al t hough based on the sanme filter bank found in Layers | and |I, Layer

I1l conpensates for sonme filter bank deficiencies by processing the filter
outputs with a nodified discrete cosine transform (MDCT). Figure 8 shows a
bl ock di agram of the process.

The MDCTs further subdivide the filter bank outputs in frequency to provide
better spectral resolution. Because of the inevitable trade-off between
time and frequency resolution, Layer 11l specifies two different MDCT bl ock
I engths: a long block of 36 sanples or a short block of 12. The short bl ock
I ength inmproves the time resolution to cope with transients. Note that

the short block length is one-third that of a |ong bl ock; when used, three
short bl ocks replace a single |Iong block. The switch between | ong and short
bl ocks is not instantaneous. A long block with a specialized | ong-to-short
or short-to-long data wi ndow provides the transition nechanismfroma | ong
to a short block. Layer IIl has three bl ocking nodes: two nodes where the
outputs of the 32 filter banks can all pass through MDCTs with the sane

bl ock I ength and a ni xed bl ock node where the 2 | ower-frequency bands use

I ong bl ocks and the 30 upper bands use short bl ocks.

O her mmj or enhancements over the Layer | and Layer |1 algorithns include:
o Alias reduction - Layer |I1l specifies a nethod of processing the NMDCT

val ues to renove sone redundancy caused by the overlappi ng bands of the
Layer | and Layer |1 filter bank.



Nonuni f orm quanti zation - The Layer |1l quantizer raises its input to
the 3/4 power before quantization to provide a nore consistent signal-
to-noise ratio over the range of quantizer values. The requantizer in
the MPEG audi o decoder relinearizes the values by raising its output to

the 4/ 3 power.
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o Entropy coding of data values - Layer |1l uses Huffrman codes to encode
the quantized sanples for better data conpression.[15]

0 Use of a bit reservoir - The design of the Layer |Il bit stream better
fits the variable length nature of the conpressed data. As with Layer
Il, Layer Ill processes the audio data in frames of 1,152 sanpl es.

Unli ke Layer Il, the coded data representing these sanples does not
necessarily fit into a fixed-length frame in the code bit stream

The encoder can donate bits to or borrow bits fromthe reservoir when
appropri ate.

o0 Noise allocation instead of bit allocation - The bit allocation process
used by Layers | and Il only approxi mtes the amount of noi se caused
by quantization to a given nunber of bits. The Layer |Ill encoder uses a
noi se allocation iteration loop. In this |loop, the quantizers are varied
in an orderly way, and the resulting quantization noise is actually
cal cul ated and specifically allocated to each subband.

The Psychoacoustic Mde

The psychoacoustic nodel is the key conponent of the MPEG encoder that
enables its high performance.[16,17,18,19] The job of the psychoacoustic
nodel is to analyze the input audio signal and determnine where in the
spectrum quanti zati on noise will be masked and to what extent. The encoder
uses this information to deci de how best to represent the input audio
signal with its linmted nunber of code bits. The MPEG audi o standard

provi des two exanple inplenentations of the psychoacoustic nodel. Bel ow
is a general outline of the basic steps involved in the psychoacoustic

cal cul ati ons for either nodel.

o Tine align audio data - The psychoacoustic nodel nust account for
both the delay of the audio data through the filter bank and a data
of fset so that the relevant data is centered within its analysis
wi ndow. For exanpl e, when using psychoacoustic nodel two for Layer
I, the delay through the filter bank is 256 sanples, and the offset
required to center the 384 sanples of a Layer | frane in the 512-point
psychoacoustic analysis windowis (512 - 384)/2 = 64 points. The net
of fset is 320 points to tine align the psychoacoustic nodel data with
the filter bank outputs.

o Convert audio to spectral domain - The psychoacoustic nodel uses a tine-
to-frequency mapping such as a 512- or 1,024-point Fourier transform
A standard Hann wei ghting, applied to audio data before Fourier
transformation, conditions the data to reduce the edge effects of the
transform wi ndow. The nodel uses this separate and i ndependent mappi ng
instead of the filter bank outputs because it needs finer frequency
resolution to cal cul ate the masking threshol ds.



o Partition spectral values into critical bands - To sinplify the
psychoacoustic cal cul ati ons, the nodel groups the frequency values into
per ceptual quant a.
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0 Incorporate threshold in quiet - The nmodel includes an enpirically
determ ned absol ute masking threshold. This threshold is the | ower bound
for noise masking and is determined in the absence of masking signals.

0 Separate into tonal and nontonal conponents - The nodel nust identify
and separate the tonal and noiselike conmponents of the audio signa
because the noi se-masking characteristics of the two types of signal are
di fferent.

o Apply spreading function - The nodel determ nes the noise-nmasking
t hreshol ds by applying an enpirically determ ned maski ng or spreading
function to the signal conponents.

o Find the mni mum maski ng threshold for each subband - The psychoacoustic
nodel cal cul ates the masking thresholds with a higher-frequency
resolution than provided by the filter banks. Were the filter band is
wide relative to the critical band (at the |lower end of the spectrunj,
the nodel selects the mnimum of the nasking thresholds covered by the
filter band. Where the filter band is narrow relative to the critica
band, the nodel uses the average of the nasking thresholds covered by
the filter band.

0 Calculate signal-to-nmask ratio - The psychoacoustic nodel takes the
m ni mum maski ng threshol d and conputes the signal-to-mask ratio; it
then passes this value to the bit (or noise) allocation section of the
encoder .

St ereo Redundancy Codi ng

The MPEG audi o conpression al gorithm supports two types of stereo
redundancy coding: intensity stereo coding and m ddl e/side (MS) stereo
codi ng. Both forns of redundancy codi ng exploit another perceptua
weakness of the ear. Psychoacoustic results show that, within the critica
bands covering frequenci es above approximately 2 kHz, the ear bases its
perception of stereo imaging nmore on the tenporal envel ope of the audio
signal than its tenporal fine structure. Al |ayers support intensity
stereo coding. Layer |Il also supports MS stereo coding.

In intensity stereo node, the encoder codes sone upper-frequency filter
bank outputs with a single summed signal rather than send i ndependent codes
for left and right channels for each of the 32 filter bank outputs. The
intensity stereo decoder reconstructs the left and right channels based
only on independent |eft- and right-channel scale factors. Wth intensity
stereo codi ng, the spectral shape of the left and right channels is the
same within each intensity-coded filter bank signal, but the magnitude is
di fferent.



The MsS stereo node encodes the signals for left and right channels in
certain frequency ranges as nmddle (sumof left and right) and side
(difference of left and right) channels. In this node, the encoder uses
specially tuned techniques to further conpress side-channel signal
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6 Real-tinme Software |Inplenentations

The software-only inplenmentations of the -l1aw and ADPCM al gorithns can
easily run in real tinme. A single table | ookup can do -l aw conpression or
deconpression. A software-only inplenmentation of the | MA ADPCM al gorithm
can process stereo, 44.1-kHz-sanpled audio in real tine on a 20-MHz 386-
cl ass conputer. The challenge lies in developing a real-tine software

i mpl enentation of the MPEG audio algorithm The MPEG standards docunent
does not offer many clues in this respect. There are nuch nore efficient
ways to conpute the cal culations required by the encodi ng and decodi ng
processes than the procedures outlined by the standard. As an exanple, the
foll owi ng section details how the nunber of nmultiplies and additions used
in a certain calculation can be reduced by a factor of 12.

Figure 9 shows a flow chart for the analysis subband filter used by the
MPEG audi o encoder. Most of the conputational load is due to the second-
fromlast block. This block contains the following matrix nultiply:

63 [(2xi +1) x(k-16)xI1__]
S(i) =S Y(k)xcos] 64 ]
k=0 [ ]

for i =0 ... 31.

Usi ng the above equation, each of the 31 values of S(i) requires 63 adds
and 64 nultiplies. To optinmize this calculation, note that the Mi, k)
coefficients are simlar to the coefficients used by a 32-point, un-
normal i zed inverse discrete cosine transform (DCT) given by

31 [ (2xi +1) xkxI1 _]
f(i) =S F(k)xcos| 64 ]
k=0 [ ]

for i =0 ... 31.

I ndeed, S(i) is identical to f(i) if F(k) is conputed as foll ows

Thus with the al nost negligible overhead of conputing the F(k) val ues,

a twofold reduction in multiplies and additions conmes from hal ving the
range that k varies. Another reduction in nultiplies and additions of nore
than sixfold conmes from usi ng one of nmany possible fast algorithns for the
conputation of the inverse DCT.[20,21,22] There is a sinilar optimnzation
applicable to the 64 by 32 matrix nmultiply found within the decoder's
subband filter bank.

Many other optim zations are possible for both MPEG audi o encoder and
decoder. Such optim zations enable a software-only version of the MPEG
/[audi o Layer | or Layer |l decoder (witten in the C programr ng | anguage)



to obtain real-tinme performance for the decoding of high-fidelity
nmonophoni ¢ audi o data on a DECstation 5000 Mbdel 200. This workstation uses
a 25-MHz R3000 M PS CPU and has 128 kil obytes of external instruction and
data cache. Wth this optim zed software, the MPEG audi o Layer Il al gorithm
requi res an average of 13.7 seconds of CPU tinme (12.8 seconds of user tine
and 0.9 seconds of systemtine) to decode 7.47 seconds of a stereo audio
signal sanpled at 48 kHz with 16 bits per sanple.
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Al t hough real -ti me MPEG audi o decodi ng of stereo audio is not possible on
t he DECstati on 5000, such decoding is possible on Digital's workstations
equi pped with the 150- MHz DECchi p 21064 CPU (Al pha AXP architecture) and
512 kil obytes of external instruction and data cache. |ndeed, when this
same code (i.e., without CPU-specific optimzation) is conmpiled and run on
a DEC 3000 AXP Model 500 workstation, the MPEG audi o Layer Il algorithm
requi res an average of 4.2 seconds (3.9 seconds of user tinme and 0.3
seconds of systemtine) to decode the same 7.47-second audi o sequence.

7 Sunmmary

Techni ques to conpress general digital audio signals include -Iaw and
adaptive differential pulse code nmodul ati on. These sinple approaches apply
| ow- conmpl exity, |ow conpression, and nmedi um audio quality algorithms to
audi o signals. Athird technique, the MPEG audi o conpression al gorithm

is an |1 SO standard for high-fidelity audi o conpressi on. The MPEG audi o
standard has three |ayers of successive conplexity for inproved conpression
per f or mance.

8 References

1. A Oppenheimand R Schafer, Discrete Tinme Signal Processing (Englewood
Cliffs, NJ: Prentice-Hall, 1989): 80-87.

2. K Pohlman, Principles of Digital Audio (Indianapolis, IN Howard W
Sanms and Co., 1989).

3. J. Flanagan, Speech Analysis Synthesis and Perception (New York:
Springer-Verlag, 1972).

4. B. Atal, "Predictive Coding of Speech at Low Rates," |EEE Transactions
on Conmuni cations, vol. COM 30, no. 4 (April 1982).

5. CCITT Reconmendation G 711: Pul se Code Modul ati on (PCM of Voice
Frequenci es (Geneva: International Tel ecommunications Union, 1972).

6. L. Rabiner and R Schafer, Digital Processing of Speech Signals
(Englewood Cliffs, NJ: Prentice-Hall, 1978).

7. M Nishiguchi, K Akagiri, and T. Suzuki, "A New Audio Bit Rate
Reducti on System for the CD-I Format," Preprint 2375, 81st Audio
Engi neeri ng Soci ety Convention, Los Angel es (1986).

8. Y. Takahashi, H Yazawa, K. Yamanoto, and T. Anazawa, "Study and
Eval uati on of a New Met hod of ADPCM Encodi ng," Preprint 2813, 86th Audio
Engi neeri ng Soci ety Convention, Hanburg (1989).



9. C Gewin and T. Ryden, "Subjective Assessnents on Low Bit-rate Audio
Codecs, " Proceedi ngs of the Tenth International Audi o Engi neering
Soci ety Conference, London (1991):91-102.

10.J. Tobias, Foundations of Mddern Auditory Theory (New York and London
Academi ¢ Press, 1970): 159-202.

12 Digital Technical Journal Vol. 5 No. 2, Spring 1993



11

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

Di gital Audi o Conpression

K. Brandenburg and G Stoll, "The | SO MPEG Audi o Codec: A Generic
Standard for Coding of High Quality Digital Audio," Preprint 3336, 92nd
Audi o Engi neering Soci ety Convention, Vienna (1992).

K. Brandenburg and J. Herre, "Digital Audio Conpression for Professiona
Applications,” Preprint 3330, 92nd Audi o Engi neering Soci ety Convention,
Vi enna (1992).

K. Brandenburg and J. D. Johnston, "Second CGeneration Perceptual Audio
Codi ng: The Hybrid Coder," Preprint 2937, 88th Audi o Engi neering Society
Convention, Montreaux (1990).

K. Brandenburg, J. Herre, J. D. Johnston, Y. Mhieux, and E. Schroeder
"ASPEC. Adaptive Spectral Perceptual Entropy Coding of H gh Quality
Musi c Signals," Preprint 3011, 90th Audi o Engi neering Society
Convention, Paris (1991).

D. Huffman, "A Method for the Construction of M ni mum Redundancy Codes, "
Proceedi ngs of the IRE, vol. 40 (1962) : 1098-1101.

J. D. Johnston, "Estimation of Perceptual Entropy Using Noise Masking
Criteria," Proceedings of the 1988 | EEE |International Conference on
Acoustics, Speech, and Signal Processing (1988) : 2524-2527.

J. D. Johnston, "Transform Codi ng of Audio Signals Using Perceptua
Noi se Criteria," |EEE Journal on Selected Areas in Comrunications, vol.
6 (February 1988): 314-323.

K. Brandenburg, "OCF - A New Coding Algorithmfor H gh Quality Sound
Signals," Proceedings of the 1987 | EEE | CASSP (1987): 141-144.

D. Wese and G Stoll, "Bitrate Reduction of High Quality Audio Signals
by Mbdeling the Ear's Masking Threshol ds,"” Preprint 2970, 89th Audio
Engi neeri ng Soci ety Convention, Los Angeles (1990).

J. Ward and B. Stanier, "Fast Discrete Cosine Transform Al gorithm for
Systolic Arrays," Electronics Letters, vol. 19, no. 2 (January 1983).

J. Makhoul, "A Fast Cosine Transformin One and Two Di mensions," | EEE
Transactions on Acoustics, Speech, and Signal Processing, vol. ASSP-28,
no. 1 (February 1980).

W-H Chen, C. H Smith, and S. Fralick, "A Fast Conputational Algorithm
for the Discrete Cosine Transform" | EEE Transacti ons on Communi cati ons,
vol. COM 25, no. 9 (Septenber 1977).

Tr ademar ks



The following are trademarks of Digital Equi pnent Corporation: Digital,
DECst ati on, DEC 3000 AXP, and DECchip 21064.

MPS is a trademark of M PS Conputer Systens, Inc.

Digital Technical Journal Vol. 5 No. 2, Spring 1993 13



Di gital Audi o Conpression

10 Bi ography

Davis Yen Pan Davis Pan joined Digital in 1986 after receiving a Ph.D.
in electrical engineering fromMT. A principal engineer in the Al pha
Per sonal Systens Group, he is responsible for the devel opnent of audio
signal processing algorithnms for nultinmedia products. He was project
| eader for the Al pha/ OSF base audio driver. He is a participant in the
Interactive Multinmedia Association Digital Audio Technical Wrking G oup,
the ANSI X3L3.1 Technical Wrking Group on MPEG standards activities, and
t he |1 SO MPEG st andards conmittee. Davis is also chair of the |ISO MPEG ad
hoc committee of MPEQ audi o software verification.



14 Digital Technical Journal Vol. 5 No. 2, Spring 1993

Copyright 1993 Digital Equi pnent Corporation. Forwarding and copying of this
article is permtted for personal and educational purposes w thout fee

provi ded that Digital Equi pment Corporation's copyright is retained with the
article and that the content is not nodified. This article is not to be
distributed for comrerci al advantage. Abstracting with credit of Digita

Equi pment Corporation's authorship is permitted. All rights reserved.



