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Abstract

Demand is increasing for data to support data warehouses, OLTP, decision support systems, mobile computing, and other applications that can help enterprises streamline operations and make astute decisions quickly. The Oracle database leverages leading edge technological advances in DIGITAL UNIX systems, continually increasing performance capabilities and expanding functionality. Skillful tuning of the Oracle database environment can help to ensure maximum performance and efficient utilization of resources. 

This paper discusses tuning and optimization techniques learned in the process of developing and testing Compaq HiTest Solutions, which are complete, complex enterprise computing environments. It covers

· System tuning for standalone Oracle data warehouses

· System tuning for TruCluster implementation in homogeneous clusters

· Oracle tuning in both TruCluster (with Oracle Parallel Server) and standalone environments

Overview: Managing more data -- the challenges and solutions

The major challenges in business frequently focus on information management. Business managers require information for timely, valid decision making; knowledge workers need an easy-to-use interface to accurate information; IT directors need to reduce the cost of delivering information to business managers; all need to add value to the data contained in their systems.

Users are voracious in their demand for data, and new systems are providing more extraordinary capabilities every day to meet this demand. With new functionality comes complexity that requires skilled computer professionals to make things work correctly.

Thorough, rigorous testing of complex environments, complete with enterprise applications, database software, middleware, operating systems, and hardware platforms helps Compaq and its partners deliver solutions with confidence. Lessons learned in this work can help others, as well.

Methodology

The Compaq Solutions Engineering HiTest Program focuses primarily on interoperability, manageability, scalability, and availability testing, rather than strictly on performance testing. The tests are designed to stress environments to ensure that they are ready for real world service.

Compaq HiTest teams are dedicated to testing many of the Corporation’s strategically targeted complex solution configurations. This work enables Compaq and partner sales and sales support to leverage expertise to configure and install high-performance solutions with a high degree of confidence in their interoperability, manageability, scalability, availability, and dependability.

Information derives from two types of efforts:

· Compaq HiTest Suites – specified solutions that are stringently tested at Compaq laboratories

· Compaq Proof-Point Configurations – thoroughly documented real world implementations deployed by a Compaq customer, business partner, benchmark center, or other reliable source. 

The knowledge that results from this work is described in detail and made available for reference in Compaq HiTest Notes. 

General Tuning Strategies

The following sections describe general things that we did for all of our systems used in data warehouse testing. Some of the things done were for general system performance, others to address a specific problem or area of concern.

System Tuning (Hardware)

In tuning the system hardware, let us turn our attention first to storage.

The HSZ controllers we have used are HSZ40s, HSZ50s, and HSZ70s, with HSZ controllers. We recommend that you enable write-back cache to speed the time required to create the database. This allocates cache to writes in addition to reads and allows I/O to continue without having to wait on the disk. The more cache the controller has the more it can store. An improvement in performance will be most noticeable with a heavily accessed database, such as a transactional database.

On raw devices, space is defined in chunks rather than blocks. Optimizing chunk size helps Oracle run faster.

Using raw devices (DRD’s) is more efficient for space and performance, and for a large database, it is the only viable option. There is no need to use additional storage when raw devices are faster and more space efficient, and actually less expensive.

If a database is spread out over many smaller disks, it will actually run faster than if it were on a few larger disks. A usage versus cost analysis will help to make the decision on whether to use a smaller number of larger disks or a greater number of smaller disks. 

When setting up RAID sets for DRDs, use HSZ striping and mirroring. Hardware striping and mirroring is faster than software striping and mirroring. Non-RAID and non-mirrored disks will provide performance boosts at the risk of decreased reliability and fault tolerance. 

System Tuning (Network)

Next we will look at network tuning.

To improve communication speed, upgrade the network from 10BaseT to 100BaseT, or upgrade the server to 100Mbit and put it on its own segment. Network adapters negotiate to the lowest common denominator, meaning that if there is a single 10 BaseT adapter, it will bring the whole network down to 10 megabit. The segment must be kept purely 100BaseT for better network bandwidth.

Another method of improving network performance is to assign multiple IP addresses to a single node. In previous tests it has been shown that in any AlphaServer 4100 with 1 MB or more of RAM, while the system has the ability to handle more network traffic, the network adapter becomes a limiting factor. 

However, if the server is on its own segment(s), it can keep its high-speed characteristics because the switch allows the server to run at high speed, while the clients work at their respective speeds. Furthermore, separating the database server and its clients from the rest of the enterprise, if practical, will offer improved performance.

Swap space should be as large as practical. We used a minimum of twice memory. This was increased to up to eight times in some of the smaller memory configurations. 

System Tuning (Operating System and Kernel)

At this point, having looked at the hardware, let us begin the operating system and kernel tuning.

The system kernel parameters that reside in /etc/sysconfigtab are values that the system manager will have to tune at some point in time. For the configurations tested, the following values were found to be optimal.
AlphaServer 4100 System Tuning


512MB
4GB

vm-parameters







vm-maxvas
1073741824
4292967296

ubc-minpercent
1
1

ubc-maxpercent
2
2

gh_chunks
Not Set
740





rt-parameters







aio-max-num
1024
1024

aio-max-percent
2
2





proc







max-proc-per-user
1024
1024

max-threads-per-user
1024
1024

max-per-proc-data-size
1073741824
42924967296

max-per-proc-address-space
1073741824
42924967296





ipc-parameters







shm-max
1073741824
2139095040

shm-seg
32
32

msg-max
8192
8192

msg-mnb
16384
16384

msg-mni
1024
1024

msg-tql
4096
4096

sem-aem
16384
16384

sem-mni
200
256

num-sems
200
200

sem-msl
Not set
200

sem-opm
200
200

sem-ume
200
200

sem-vmx
32767
32767

ssm-threshold
0
0





Notes: The minimum is 512 MB RAM, the maximum is 4 GB RAM. These were standalone and Available Server Clusters. For the process portion (proc parameters) it is important to set the processes and threads up to 1K in order to improve performance. 

AlphaServer 8400 System Tuning 


2GB
8GB

vm-parameters







vm-mapentries
400
400

vm-maxvas
2146483648
8589934592

ubc-minpercent
1
1

ubc-maxpercent
2
2

gh_chunks
Not Set
300, modified to 1540 after index creation





rt-parameters







aio-max-num
512
512

aio-max-percent
2
2





proc







max-proc-per-user
1024
1024

max-threads-per-user
1024
1024

max-per-proc-data-size
2147483648
8589934592

max-per-proc-address-space
1610612736
8589934592





ipc-parameters







shm-max
1069547500
2139095040

shm-seg
32
32

msg-max
8192
8192

msg-mnb
16384
16384

msg-mni
1024
1024

msg-tql
4096
4096

sem-aem
16384
16384

sem-mni
200
200

num-sems
200
200

sem-msl
200
200

sem-opm
200
200

sem-ume
200
200

sem-vmx
32767
32767

ssm-threshold
0
0





The DIGITAL AlphaServer 8400 systems were running DIGITAL TruCluster Production Server and Oracle Parallel Server. The minimum is 2GB or RAM. The max is 8GB of RAM. 

Miscellaneous: 

· Test run start and stop scripts manually two or three times to make sure they work. 

· When making the test runs, time how long it takes to start and stop the database and add up to 30 seconds to the delay time on the service to ensure that as the database grows and takes longer to start and stop. It will be possible to extend the delay time when and if needed. 

· Make sure to test how long this takes before inserting the time values into the service timeout parameter, because if the startup timeout parameter is too small, the service will not start. If the stop/shutdown timeout is too short, the service can’t be shut down. (To modify a service you must shut it down cleanly).

· If necessary, it is possible to go in through ASEmgr and restart the service (timeout parameter) manually. The goal is to keep the service down for the shortest amount of time possible when relocating from one node to another, yet make sure that it will come up successfully every time. The more accurate the value for startup and shutdown time on an Oracle instance, the easier it is to determine your timeout values.

If a database grows too large, and you can’t shut the service down because it takes longer than the shutdown parameter allows, there are two things you can do: shut it down manually or do a shutdown abort.

1. To shut an Oracle database down manually, go in through SQLDBA or SVRMGRL and shut it down. Then go to ASEMGR and shut the service down. Then you will be able to edit the timeout parameters.

2. In development it is possible to do a shutdown abort, which is fast and efficient from a systems standpoint. This is not something to do in production because all the data from the last checkpoint will be gone.

Oracle modifications

Finally we get to modifications for Oracle. 

Modifications that need to be made to the Oracle DBA login are the following:

· Set datasize limit to unlimited. 

· Set stacksize limit to unlimited. 

· Set memory use to unlimited. 

· Set Address space to unlimited. 

The rationale behind this is simple. We are dedicating the better portion of the system (if not the whole machine) to the data warehouse. It makes sense then to allow a major application to use unlimited resources.  This is the ID that “owns” Oracle, not DBAs that access and maintain the warehouse.

Oracle Tuning

There are several basic areas to consider in the tuning of Oracle for a data warehouse.

The first consideration is storage space allocation. (See the hardware section for information on chunk size.) For log spaces, the larger the log the more you can keep in it. It takes longer to run checkpoints on larger logs. In a data warehouse this is not an issue because most of the data is static and there is not much transactional updating going on (which would require checkpoints). Frequent checkpoints are essential for transactional databases to avoid losing information. Rollback strategy is a tradeoff because a small rollback area requires more frequent checkpoints while a larger area means less frequent rollback, but it takes longer to do a checkpoint. For an OPS, make sure that each SID (instance) has its own rollback segments, at least two extents in length, in order for things to run faster.

Location

To avoid device contention, install Oracle on disks separate from the operating system. Place data (table) spaces separate from indices for better performance. The same is true for log spaces. Of all of these, keeping data and indices on separate devices will yield the greatest performance benefits.

Enable 64-bit options

Enable all of the DIGITAL AlphaServer system’s 64 -bit option parameters in the start up files. This will allow Oracle to take advantage of the wider system bus. 

Startup Parameters

There are specific values to put into the .ora startup files. Some are specific to 64 bit processors, some are more general. These are shown in each of the examples below.

General things to keep in mind when tuning a large Oracle database:

· Db_blocksize DSS and data warehouse benefit from a big Oracle block. We set ours to 32 KB, which corresponds with our chunk size.

· The db_block_buffers should be as large as possible to provide the highest cache hit ration without impacting memory requirements of other Oracle and systems processes running. 

· The async_write should be enabled (set to 1) as it allows async I/O and allows the DB writer to perform multiple writes to multiple disks simultaneously without waiting for previous writes to finish. Oracle keeps track of where it puts things through record locking.

· Sort_area_size is the memory area allocated to each process/thread performing sorts. During intensive sorts, such as index creation on large tables, it should be maximized. This is affected directly by the degree of parallelism of the tables in question: the higher the degree of parallelism, the more space is needed, as each thread will need its own space

· Sort_direct_writes should be set to “true” to allocate memory in addition to the sort area, and allow direct writes to disk, thus avoiding caching.

· Sort_write_buffer_size must be set to a value between 32768 and 131072 that is a multiple of 32768 (32K) when sort_direct_writes is “true.” The  largest possible async I/O write possible without spanning disks/stripe sets is 131072.

· Cache_size_threshold controls the buffer cache size reserved for table scans. Tables that take up fewer blocks than this value will be cached in the SGA during full table scans and not pages to disk

· CCF_io_size is the parameter that specifies the number of bytes wen writing a contiguous file.

· Db_file_multiblock_read_count  is a number calculated by dividing 128 KB by block size. The 128KB per block is an Oracle limitation.

· Parallel_max_servers set greater than one allows Oracle to use the Parallel Query Option on tables where the degree of parallelism has been set. As a minimum, this should be set to twice the largest degree that any of the tables have been set to because index creation will also use this. As an aside, in order to run parallel queries, make sure to run catpar.sql to allow for maximum parallelization of the queries.

· Shared_pool_size affects the library cache performance and the dictionary cache (shared SQL and PL/SQL areas) and can be reduced if it doesn’t affect cache hit ratio. If cache misses are very high then open_cursors may need to be increased. 

· Log_checkpoint_interval should be set as high as possible. In a static database like a data warehouse, a value of 100 million is appropriate, and that is the value used in this test. Gc_db_locks is the total number of Parallel Cache Management locks covering the data blocks of the SGAs of a parallel server in a TruCluster environment.

 Example 1: Tuning for standalone Oracle data warehouses

In this example, a data warehouse using Oracle and DIGITAL UNIX software is implemented on a DIGITAL AlphaServer 4100.

Basic Hardware:

AlphaServer 4100




Minimum
Maximum

Base System 

1 CPU 512 MB
4 CPU 4 GB

4.3 GB Disks

54

108

Network Adapters
1

2

Software:

Oracle Components:

Oracle7 Server (RDBMS) 7.3.2.3.0

Oracle Server Manager 2.3.2.0.0/2.3.3

Oracle Parallel Query Option 7.3.3.0.0

SQLP *Plus 3.3.2.0.0/3.3.3.0.0

Note: two numbers separated by a slash means both versions were tested

Operating System Components:

DIGITAL UNIX




4.0B (build 0564) / 4.0D (build 0878)
The following table represents the results several months of testing work carried out. The numbers provided are considered optimal for data warehousing. If your configuration is not identical, start with the set of values that is closest to your configuration and modify the values as needed. 

These values were developed in conjunction with Oracle.

In this case the Oracle startup parameters were set as follows:


AS4100 512 MB
AS 4100 4GB

Oracle Startup Parameters



db_block_size
32768
32768

db_block_buffers
10000
90000

async_write
1
1

sort_area_size
209715200
104857600

sort_direct_writes
true
true

sort_write_buffer_size
131072
131072

cache_size_threshold
18000
18000

ccf_io_size
524288
524288

db_multiblock_read_count
4
4

parallel_max_servers
72
72

shared_pool_size
18000000
18000000

log_checkpoint_interval
9999999
9999999





Example 2: Tuning for DIGITAL TruCluster Available Server implementations of Oracle data warehouses.

AlphaServer 4100




Minimum
Maximum

Base System 

1 CPU 512 MB
4 CPU 4 GB

4.3 GB Disks

54

108

Network Adapters
1

2

Software:

Oracle Components

Oracle7 Server (RDBMS) 7.3.2.3.0

Oracle Server Manager 2.3.2.0.0/2.3.3

Oracle Parallel Query Option 7.3.3.0.0

SQLP *Plus 3.3.2.0.0/3.3.3.0.0

Oracle WebServer 1.0.2.0.0

Oracle Enterprise Backup Utility 2.0.1.2.4

Note: two numbers separated by a slash means both versions were tested 

Operating System Components:

DIGITAL UNIX




4.0B (build 0564) / 4.0D (build 0878)

DIGITAL UNIX driver for Memory Channel
1.4

DIGITAL UNIX Available Server


1.4/1.4A/1.5

Note: not all components are used at once. The base OS will be used in all cases. Available Server is mutually exclusive of TruCluster. The Memory Channel driver is required only if you are using Memory Channel.


AS4100 512MB
AS4100 4GB
AS8400 2GB
AS8400 8GB

Oracle Startup Parameters





db_block_size
32768
32768
32768
32768

db_block_buffers
10000
90000
32000
192617

async_write
1
1
1
1

sort_area_size
209715200
104857600
209715200
26843546

sort_direct_writes
true
true
True
true

sort_write_buffer_size
131072
131072
131072
131072

cache_size_threshold
18000
18000
180000
180000

ccf_io_size
524288
524288
524288
524288

db_multiblock_read_count
4
4
4
4

parallel_max_servers
72
72
72
72

shared_pool_size
18000000
18000000
3500000
18000000

log_checkpoint_interval
9999999
9999999
100000000
100000000

vlm_sgg_base_address



0X40000000







Example 3: Tuning DIGITAL TruCluster Oracle Parallel Server (OPS) Oracle data warehouses

Basic Hardware:

AlphaServer 4100




Minimum
Maximum

Base System 

1 CPU 512 MB
4 CPU 4 GB

4.3 GB Disks

54

108

Network Adapters
1

2

8400 Cluster




Minimum
Maximum

Base System 

2 CPU 2 GB
8 CPU 8 GB

4.3 GB Disks

252

396

Network Adapters
1

2

Software:

Oracle Components

Oracle7 Server (RDBMS) 7.3.2.3.0

Oracle Server Manager 2.3.2.0.0/2.3.3

Oracle Parallel Server Option 7.3.2.3.0/7.3.3

Oracle Parallel Query Option 7.3.3.0.0

SQLP *Plus 3.3.2.0.0/3.3.3.0.0

Oracle WebServer 1.0.2.0.0

Oracle Enterprise Backup Utility 2.0.1.2.4/2.1.0.1.2

Note: two numbers separated by a slash means both versions were tested on different platforms

Operating System Components:

DIGITAL UNIX




4.0B (build 0564) / 4.0D (build 0878)

TruCluster for DIGITAL UNIX


1.4/1.5

DIGITAL UNIX driver for Memory Channel
1.4

Note: not all components are used at once. The base OS will be used in all cases. Available Server is mutually exclusive of TruCluster. The Memory Channel driver is required only if you are using Memory Channel.

Balancing the load between servers in terms of I/O (channels) and storage will maximize throughput.


AS8400 2GB
AS8400 8GB

Oracle Startup Parameters



db_block_size
32768
32768

db_block_buffers
32000
192617

async_write
1
1

sort_area_size
209715200
26843546

sort_direct_writes
True
true

sort_write_buffer_size
131072
131072

cache_size_threshold
180000
180000

ccf_io_size
524288
524288

db_multiblock_read_count
4
4

parallel_max_servers
72
72

shared_pool_size
3500000
18000000

log_checkpoint_interval
100000000
100000000

vlm_sgg_base_address

0x40000000

gc_db_locks
191021
191021

gc_rollback_segments
41
41

V773_plans_enabled
true
true





· Gc_rollback_segments is the maximum number of roll backs systemwide: in all systems in the Parallel Server and all nodes in the TruCluster. In this test case it was 41, arrived at by summing up all the segments on all of the nodes.

· V773_plans_enabled should be set to “true” to determine whether bitmap access paths will be considered for regular indices on tables that have at least one bit map index. V773 stands for Version 7.3.3. Use the appropriate variable for the version you are using.
Summary/Conclusion

Compaq and Oracle have developed solutions that deliver scalable, powerful data warehousing, decision support, and enterprise applications capabilities. Proper tuning of these solutions can help to ensure the most stable system environment that can perform best under the kinds of stress that users place on it.

Leveraging the work that Solutions Engineering at Compaq is doing with standalone and clustered solutions can save weeks or months in implementing an environment that is well tuned to meet users’ demands.

For more information, please refer to the HiTest Notes on Oracle Data Warehouse and TruCluster Available Server. They are available through the DIGITAL Business Link (DBL), www.businesslink.digital.com
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